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Summary

DeepMind, OpenAl, Anthropic, and other leading Al companies are racing to build artificial
general intelligence, or AGI. What is motivating this race? Who founded these companies,
and why? In a 2024 paper, Timnit Gebru and Emile P. Torres argue that the AGI race
emerged out of the TESCREAL movement. This movement dates back to the early 1990s,
although it has roots in 20th-century eugenics and 19th-century Russian Cosmism. Over the
past decade or so, TESCREALism has become enormously influential within Silicon Valley,
embraced and promoted by some of the most powerful figures in the tech world. At its core
is a techno-utopian philosophy according to which advanced technologies will enable us to
create a new species of “posthumans” who spread beyond Earth to colonize the accessible
universe. AGI is integral to realizing this grand eschatological vision: once AGI becomes
superintelligent, humanity could delegate it the task of “paradise-engineering,” to quote a
leading figure of the movement, Nick Bostrom. Without AGI, utopia will likely be
impossible, and hence we must build AGI as quickly as we can, while ensuring that it can be
controlled by those who build it. The AGI race thus emerged to fulfill the cosmic mission of
realizing utopia.

There are many ways for critics to approach the topic of AGI. Some have focused on the
environmental impact of large language models (LLMs), which power systems like ChatGPT,
seen by most TESCREALists as the stepping stones to AGI. Others point to phenomena like
intellectual property (IP) theft, worker exploitation, and Al-generated deepfakes and
disinformation. However, a growing number of scholars are beginning to examine the
underlying techno-utopian ideologies that have inspired, launched, sustained, and
accelerated this race. The TESCREAL framework provides a powerful new way of
understanding and critiquing the AGI race, focusing not on its societal consequences but on
its root causes. Critics of TESCREALism may thus argue that this framework provides an
indispensable tool for addressing the harms of Al, and hence that understanding the
TESCREAL ideologies is crucial for combating the ongoing rush to build machines far more
“intelligent” than all of humanity combined.
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1. Introduction

The “TESCREAL” acronym was coined in early 2023 by the philosopher Emile P.
Torres in a collaboration initiated by the computer scientist Timnit Gebru. This project
culminated in a paper published the following year titled, “The TESCREAL Bundle: Eugenics
and the Promise of Utopia through Artificial General Intelligence,” which popularized the
acronym. It denotes seven ideologies: transhumanism, Extropianism, singularitarianism,
Cosmism, Rationalism, Effective Altruism, and longtermism. Gebru and Torres argue that
these ideologies are yet another iteration of the “eternal return of eugenics,’! and that they
have played an integral role in launching, sustaining, and accelerating the race to build
artificial general intelligence, or AGL. On why Gebru and Torres introduced the acronym,
they write:

Because referring to each ideology individually became cumbersome, and
because many notable contributors to the discourse surrounding AGI are
associated with multiple ideologies, we opted to streamline our discussion by
grouping them together under a single acronym. Once we did this, it became
clear that conceptualizing these ideologies as constituting a single, coherent
movement stretching across the past three decades is warranted by
historical, sociological, and philosophical considerations.2

This gestures at two interpretations of the TESCREAL thesis. A “weak” interpretation would
suggest that one cannot give a complete explanation of the (origins of the) race to build AGI
without reference to these seven ideologies. A “strong” interpretation adds that one should
understand these ideologies as forming a cohesive bundle or family of worldviews built
around shared techno-futuristic themes, common epistemic and moral commitments, and
genealogical roots in 20th-century Anglo-American eugenics.3 A primary impetus behind
the TESCREAL concept was to outline a framework from and within which to critique the
corresponding social, cultural, and intellectual communities.

In what follows, we begin with a brief examination of the TESCREAL ideologies, and
then explore some reasons for accepting the strong TESCREAL thesis that Gebru and Torres
defend. After this, we will turn to their connections to the AGI race and conclude with a
discussion of whether “safe” AGI is possible, and how the TESCREAL ideologies pose a
direct threat to not just marginalized communities but humanity itself.

2. What Are the TESCREAL Ideologies?

Transhumanism, on one account, is the claim that we should develop advanced
technologies to radically reengineer the human organism, resulting in one or more
“posthuman” species. The 2003 Transhumanist FAQ defines it as

the intellectual and cultural movement that affirms the possibility and
desirability of fundamentally improving the human condition through
applied reason, especially by developing and making widely available



technologies to eliminate aging and to greatly enhance human intellectual,
physical, and psychological capacities.*

In “Transhumanist Values,” Nick Bostrom identifies the “core value” of transhumanism as
being “the opportunity to explore the transhuman and posthuman realms.”s His subsequent
“Letter from Utopia” depicts a future in which our posthuman descendants have overcome
aging, gained cyberimmortality by uploading their minds to computers, expanded their
cognitive capacities far “beyond the bounds of any genius of humankind,” and created a
world of “surpassing bliss and delight” marked by so much pleasure that “we sprinkle it in
our tea.”® This eschatological vision of techno-utopia through “person engineering” is the
nucleus around which the TESCREAL movement revolves, which is why Torres
characterizes transhumanism as the “backbone” of the ideological bundle.”

Transhumanism is a radical form of eugenics. Coined in 1883 by Frances Galton, the
word “eugenics” derives from Greek, meaning “good” (eu-) “birth” (genos). The goal of
eugenics is to improve human populations through various mechanisms, explored below.
We begin with a brief overview of the historical development of eugenics, and then turn to
how it gave rise to transhumanism.

The Eugenic Roots of Transhumanism

Proto-eugenics, as we can call it, dates back to the origins of the Western tradition.
For example, the “Twelve Tables” of Roman law, ratified in 449 BCE, “made provisions for
infanticide on the basis of deformity and weakness.”8 In the first century CE, the Roman
philosopher Seneca wrote that

we put down mad dogs; we kill the wild, untamed ox; we use the knife on sick
sheep to stop their infecting the flock; we destroy abnormal offspring at
birth; children, too, if they are born weak or deformed, we drown. Yet this is
not the work of anger, but of reason—to separate the sound from the
worthless.?

In books V and VI of the 4th-century-BCE dialogue Republic, Plato proposed a utopian
society in which “women and men would be matched by the state according to their
qualities, like sporting dogs or horses bred for their strength or speed. ... Inferior children
would be relegated to a working class and discouraged from breeding.”10 Those children
identified as “visibly defective” would “be secretly taken away by officials and almost
certainly left to die.”11 Aristotle presented his own eugenic roadmap, arguing that human
excellence is inherited, and that lawgivers should arrange marriages, control when couples
have children, and “make sure that the bodies of the newborns are as they wish them to be.”
This advice aimed to ensure “citizens and their wives give birth to children who are
preferably male and have the same kind of natural character traits that make moral
development most likely to succeed.”12 Similar ideas can be found during the Middle Ages
and Enlightenment, as when the 18th-century French historian and jurist Guillaume Poncet
de la Grave discouraged miscegenation, arguing that “it exposed French blood to corruption
and produced disfigured children.”13



Proto-eugenics transitioned to what scholars call “first-wave eugenics” following the
1869 publication of Francis Galton’s Hereditary Genius.1* This marked the first “scientific”
treatment of eugenics, as Galton built his eugenic proposals on the theory of evolution by
natural selection delineated in Charles Darwin’s On the Origin of Species, published 10 years
earlier. Darwin, a second cousin of Galton’s, motivated the idea of natural selection by
pointing to our use of “artificial selection,” i.e., selective breeding, to modify the phenotypic
traits of domesticated plants and animals over time. Galton contended that similar
interventions could shape the human species: given that “natural abilities” are heritable, he
claimed, if those with “superior faculties” were to produce more offspring than their peers,
the constitution of the “human stock” will improve overall.1>

To achieve this goal, Galton encouraged superior individuals to produce larger
families, a strategy known as “positive” eugenics. This inspired the popular “better baby”
and “fitter family” contests held throughout the US during the early 20th century. In
contrast, “negative” eugenics, which Galton did not emphasize in his work, strives to
prevent “unfit” individuals, who were believed to concentrate among the poor, immigrants,
and racially minoritized populations—and who were variously labeled “imbeciles,”
“defectives,” “idiots,” “congenital invalids,” “morons,” and “feeble-minded,” often identified
through I1Q testsl6—from having children. Apart from enforcing racialized immigration bans
and segregation of classes and races, an additional way to achieve this is through forced
sterilization.1”

By altering society-wide patterns of reproduction, eugenicists hoped to enhance the
overall health and abilities of the “human stock.” Eugenicists, who were “anxiously facing
globalization’s modern advent and growing independence and abolition struggles around
the world,” as Anita Say Chan observes, also feared that dysgenic reproductive patterns,
whereby the “unfit” out-breed their more “fit” peers, could result in evolutionary
degeneration, an idea that triggered considerable anxiety around the turn of the 20th
century, thanks partly to popular works like H. G. Wells’ The Time Machine (1895).18

As Alison Bashford and Philippa Levine observe, “eugenic thought and practice
swept the world from the late nineteenth to the mid-twentieth century in a remarkable
transnational phenomenon.”19 People on both sides of the political spectrum embraced
eugenic thinking, including social progressives, socialists, and communists on the left (e.g.,
J. B. S. Haldane) and far-right fascists in Germany (e.g., the Nazis). California’s eugenics
program, for example, was implemented in 1909 during the Progressive Era, and explicitly
served as a template for the program established in 1930s Nazi Germany. Even more
remarkably, eugenics continued to be practiced after the atrocities of the Second World War
came into clear view. California’s program, for instance, was not officially terminated until
1979, and some countries previously occupied by the Nazis initiated their own programs
after the war concluded. Japan enacted its Eugenic Protection Law in 1948, which resulted
in roughly 25,000 people being sterilized between its enactment and abolition in 1996.
There is, to paraphrase some scholars, continuity of eugenics across the 20th century.20

By the 1970s, eugenics came under increasing scrutiny and criticism, though it had
been fiercely contested by scientists at least since the 1930s.21 However, it was around the
same time, in the post-war era, that “second-wave eugenics emerged as an offshoot of
genetics and biotechnology.”22 Genetic engineering and biotechnology suggested a new way
of modifying the phenotypes of individuals by directly altering one’s genes or the genes of
one’s children. (As discussed below, a growing number of people in the 1980s and 90s
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argued that molecular nanotechnology and artificial intelligence (AI) could provide
additional means of “enhancing” human beings.) Such technologies could enable us to
induce significant changes to our bodies and brains over relatively short periods of time:
one’s own lifetime or, in the case of “designer babies,” a single generation. In contrast,
selective breeding requires many generations to induce appreciable phenotypic changes.

The key difference between first- and second-wave eugenics thus concerns their
respective methodologies: the former relies on positive and negative strategies to shape
humanity on transgenerational timescales, whereas the latter employs advanced
technology to take immediate control of our evolutionary trajectory. This corresponds to a
common distinction between “liberal” and “authoritarian” eugenics. Advocates of liberal
eugenics claim to “uphold the principles of bodily autonomy and procreative liberty,”
emphasizing “individual freedom and individual choice in the area of enhancement
technologies.”23 Some proposed a fundamental right they call “morphological freedom,”
understood “as an extension of one’s right to one’s body, not just self-ownership but also
the right to modify oneself according to one’s desires.”24

These ideas contrast with the “authoritarian” approach of first-wave eugenics,
especially in its negative form, which involved top-down interventions from the state to
force changes in reproductive patterns across society. Liberal eugenicists thus contend that
their form of eugenics purges itself of the features that made authoritarian eugenics
morally repugnant. It advocates freedom and choice whereas the latter often utilizes force
and coercion. It also rejects the discriminatory attitudes that animated first-wave
eugenicists. As Bostrom writes, “racism, sexism, speciesism, belligerent nationalism, and
religious intolerance are unacceptable.”25 Ironically, these words were published just 7
years after he declared in an email to the Extropians mailing list (see below) that “Blacks
are more stupid than whites. I like that sentence and think it is true,” after which he wrote
the N-word.2¢6 We will see that prejudices like those Bostrom lists are, in fact, pervasive
within the TESCREAL movement.

Early Versus Modern Transhumanism

Transhumanism differs most saliently from traditional eugenics with respect to its
ultimate goal. Whereas eugenicists of both the first and second waves aimed to improve the
overall health, intelligence, etc. of our species and/or prevent evolutionary degeneration,
transhumanists take this a step further in advocating for the creation of a new population of
“superior” beings, often called “posthumans” by contemporary transhumanists. In other
words, traditional eugenicists strove to create the very best version of our species possible;
transhumanists strive to create an entirely new species.

The history of transhumanism can be divided into two phases: “early”
transhumanism was developed by leading eugenicists such as Haldane, ]. D. Bernal, and
Julian Huxley. An important contribution was Huxley’s 1927 book Religion Without
Revelation, in which he pointed out that we systematically reorganize our environment to
suit our desires; however, this “outlook” of bending the world to our has become
extendable to humanity itself. “The study of heredity and population-growth,” he writes,
“and the knowledge of eugenics and of birth-control are pointing the way to wholly new
aims—to a conscious control by man of his own nature and racial destiny.”27 In New Bottles
for New Wine, published 30 years later, Huxley declared that



the human species can, if it wishes, transcend itself—not just sporadically, an
individual here in one way, an individual there in another way, but in its
entirety, as humanity. We need a name for this new belief. Perhaps
transhumanism will serve: man remaining man, but transcending himself, by
realizing new possibilities of and for his human nature. ... “I believe in
transhumanism”: once there are enough people who can truly say that, the
human species will be on the threshold of a new kind of existence, as
different from ours as ours is from that of Pekin [sic] man.28

The hallmark of early transhumanism is that it combined the goal of “transcendence” with
the methodology of first-wave eugenics. Through positive and negative strategies (Huxley
himself favored both29), we may eventually produce a population of beings that are in some
sense still “man” yet instantiate a fundamentally “new kind of existence.” (Peking Man is a
variant of Homo erectus, and hence Huxley must be suggesting the creation of a new
species.)

In contrast, “modern” transhumanism integrates this lofty goal with the novel
methodology of second-wave eugenics. It prescribes the creation of a new posthuman
species through the application of “radical human enhancement” technologies, which could
take the form of genetic engineering, biotechnology, synthetic biology, molecular
nanotechnology, and Al—which Ray Kurzweil later bundled under the acronym “GNR,”
standing for “genetics, nanotech, and robotics.”30 For example, brain-computer interfaces
could enable us to link our cognitive systems to the Internet; life-extension technologies
could give us indefinitely long lives; and molecular nanotechnology could make it possible
to upload our minds to silicon computer hardware. This is the technological path to utopia,
whereby we transcend our “biological limitations” to attain endless pleasures, immortality,
and radically augmented cognitive systems.3! Some transhumanists refer to the goal of
radical enhancement as “The Three Supers,” namely, superwellbeing, superlongevity, and
superintelligence.32

Extropianism

The first organized movement built around modern transhumanist ideology was
Extropianism. This emerged from the writings of Max More (born Max O'Connor), who
cofounded the Extropy Institute with T. 0. Morrow (born Tom Bell) in 1991. The term
“extropy” was intended to be a metaphorical antonym of “entropy,” defined by More as “the
process of increasing intelligence, information, usable energy, life, experience, and
growth.”33 Politically, the Extropians were ardent libertarians. Ayn Rand’s Atlas Shrugged
was included on its official reading list, and “barely an issue of [their publication] Extropy
was published without reference to Ayn Rand.” As Alexander Thomas notes, rightwing
economists like “Friedrich Hayek, Milton Friedman and Ludwig von Mises were regularly
approvingly cited in Extropian circles and radical ideas ‘such as privatising the air and the
oceans, were often discussed and endorsed by extropians in the 90s.”34

A foundational essay outlining the core tenets of Extropianism was published by
More in 1990. It included principles like: (1) Boundless Expansion, which emphasized the
acquisition of “more intelligence ... and personal power, an unlimited lifespan, and [the]



removal of [all] limits to self-actualization.” (2) Self-Transformation, “both moral and
cognitive,” which advocated for “biological and neurological augmentation” and a “rejection
of central control and maximum sustainable freedom.” (3) Dynamic Optimism, which
promotes “a positive, empowering attitude towards our individual future and that of all
intelligent beings.” And (4) Intelligent Technology, which affirmed “the role of science and
its offspring, technology, guided by extropian values, in realizing the optimistic, dynamic
value-perspective of extropianism.”3> Two years later, More added “Spontaneous Order” to
his list, which “explicitly affirmed that self-regulating orderly systems like the free market
should be embraced, as they are more likely to intelligently engender extropian goals than
human regularity bodies.”3¢ The first two letters of these five principles spell out the
imperative: “BEST DO IT SO!”

In 2004, More published Version 1.0 of “The Proactionary Principle” on his personal
website. His aim was to provide an alternative to the Precautionary Principle, which he saw
as “strongly biased against the technological progress so vital to the continued survival and
well-being of humanity.” More’s alternative principle affirms that “people’s freedom to
innovate technologically is valuable to humanity,” and hence that “the burden of proof ...
belongs to those who propose restrictive measures.” He warns that cognitive biases may
distort our evaluation of technological risks, and argues that “if the precautionary principle
had been widely applied in the past, technological and cultural progress would have ground
to a halt,” resulting in life having “remained poor, nasty, brutish, and short.”37 In later
iterations, More foregrounds the idea of “perpetual progress,” stating that “progress should
not bow to fear but should proceed with eyes wide open.”38

There are few who would call themselves “Extropians” today. However, the legacy of
this ideology within the TESCREAL movement has been significant. Historically,
Extropianism brought together transhumanists from around the world through its mailing
list, described as “the longest running transhumanist email list in the world.”3 This enabled
people like Nick Bostrom, Ben Goertzel, Anders Sandberg, and Eliezer Yudkowsky—names
that we will encounter again below—to exchange ideas about the Singularity, human
enhancement, and other techno-futuristic topics.40 The Extropians also organized events
like the Vital Progress Summits and EXTRO conferences, which included Ray Kurzweil,
Marvin Minsky, and Hans Moravec as speakers.4! If not for Extropianism, modern
transhumanist thought might not have consolidated into a powerful movement within
Silicon Valley.

Furthermore, key ideas and themes from Extropianism have shaped other
TESCREAL ideologies. The Proactionary Principle and notion of Dynamic Optimism are
perhaps best exemplified by “effective accelerationism” (e/acc), a prominent school of
thought within the TESCREAL movement (see below), while the emphasis on eradicating
cognitive biases and improving our rationality is the central goal of Rationalists. The
TESCREAL movement is also largely committed to a libertarian politics, though some Al
“doomers” make an exception for government regulation with respect to “frontier” Al
models. As Thomas notes, “transhumanists are broadly split between two poles: the right-
leaning techno-libertarian wing, often associated with Silicon Valley, and the left-leaning
techno-progressive faction most notably represented by transhumanist James Hughes.”42
Although both descended from eugenics, it is the former that Gebru and Torres aim to
highlight with their acronym, as the techno-libertarian wing that directly emerged out of
Extropianism has become far more influential, including within the ongoing AGI race, than



the techno-progressive camp of Hughes.43 Extropianism was included in the acronym,
therefore, because of its sizable intellectual inheritance, passed down to subsequent
ideologies in the bundle. To say that transhumanism is the “backbone” of the TESCREAL
movement is thus to say that Extropianism—Ilibertarian modern transhumanism—is at the
core of this entire futuristic worldview.

Singularitarianism

The word “singularitarian” was coined in 1991 by the Extropian T. O. Morrow. A
singularitarian is one who “believes that the Singularity is possible, that the Singularity is a
good thing, and that we should help make it happen.”#4 The Singularity is a hypothetical
future event with several possible properties: first, it could mark a new epoch in cosmic
history whereby the rate of technological change occurs so quickly that humans are unable
to comprehend or make sense of the phantasmagoria around them. Imagine 500 years of
change happening every minute. Second, it could refer to an “intelligence explosion,”
whereby Al begins to recursively self-improve, resulting in an artificial superintelligence
(ASI) that emerges “within minutes, hours or days.”45 Or third, it could denote a “future that
is weirder by far than most science fiction, a difference-in-kind that goes beyond amazing
shiny gadgets” due to radical improvements in “human intelligence.” On this view,
associated with the science fiction writer Vernor Vinge, the future is hidden behind an
“event horizon.”4¢ These are mutually compatible, though many TESCREALists seem to
focus primarily on the second interpretation, with the first and third being byproducts of
the advent of ASI.

Like Extropians, singularitarians tend to embrace an optimistic view of the future,
though they also caution against “existential risks” associated with advanced
technologies.#” In the 1990s and early aughts, Eliezer Yudkowsky was a leading
singularitarian, founding the Singularity Institute for Artificial Intelligence (later rebranded
as the Machine Intelligence Research Institute) in 2000 with more than $1.6 million from
billionaire Peter Thiel.#8 The mission of this institute was “to accelerate toward artificial
intelligence.”4® Yudkowsky subsequently became a prominent doomer; arguing with >95%
certainty that building AGI—which could quickly self-improve to become ASI—in the near
future would result in human annihilation.50

Another prominent singularitarian is Ray Kurzweil, who presented at and sponsored
the EXTRO 5 conference (2001), delivered a keynote address at the Vital Progress Summit
(2004), and “served on the Council of Advisors of the Extropy Institute.”s! In 2005, he
published The Singularity Is Near, which argued that humans will merge with machines
during the Singularity, after which the posthumans we become or create will spread beyond
Earth and colonize the universe. Eventually, the universe itself “wakes up” as the light of
consciousness floods our future light cone. He describes this futurology as “a new religion,”
and argues that if you choose not to become posthuman, then “you won’t be around for very
long to influence the debate.”52 In other words, our species will soon be replaced by our
posthuman successors, so the only way to continue the conversation is to embrace radical
human enhancements (see subsection 5.4). Based on extrapolations of exponential
technological growth, Kurzweil predicts the Singularity will happen in 2045, though other
singularitarians have proposed different dates. Yudkowsky, for example, once
prognosticated that it will occur in 2025.53



Kurzweil’s ideas have had a significant impact on the development of TESCREALism,
and the singularitarian ideology has influenced many founders of leading Al companies,
including Shane Legg,5* Sam Altman,>> Dario Amodei,>¢ and Elon Musk, the last of whom
posted on X, his social media website, in early 2025 that “we are on the event horizon of the
singularity” (perhaps, then, Yudkowsky was right).57

Cosmism

The provenance of Cosmism lies in the writings of late 19th- and early 20th-century
Russian theorists like Nikolai Fedorov (sometimes spelled Fyodorov) and Konstantin
Tsiolkovsky. In Fedorov’s posthumously published “Philosophy of the Common Task”
(1906), he adumbrated a project to create “the technological, social, and political conditions
under which it would be possible to resurrect by technological and artificial means all
people who have ever lived.”s8 Subsequent thinkers combined this vision with
revolutionary anarchist and Marxist ideas to produce a variant called “Biocosmism,” which
stripped the religious elements of Fedorov’s project “while still advancing its
technoscientific vision of immortality, resurrection for all, and freedom of travel in
universal space.”>? As Thomas notes, Fedorov “is considered by some contemporary
Russian immortalists to be the first transhumanist.”60

Russian Cosmism and Biocosmism contrasts with what could be called “modern”
Cosmism, which Gebru and Torres intend to highlight with their “TESCREAL’ acronym. The
most prominent exponent of modern Cosmism is the computer scientist Ben Goertzel, an
Extropian transhumanist who writes about the Singularity and founded SingularityNET to
advance the goal of building “a decentralized, democratic, inclusive and beneficial Artificial
General Intelligence.”¢1 When asked about whether super-wealthy tech leaders will act
benevolently once AGI arrives, Goertzel replied: “Once AGI has obsoleted money the
trillionaire overlords will pretty much be frolicking in post-Singularity utopia along with all
the rest of us.”62 With respect to the term “Cosmism,” he says that “previous users of the
term ... held views quite sympathetic to my own, so classifying my own perspective as an
early 21st century species of Cosmism seems perfectly appropriate.”63

In 2010, Goertzel published A Cosmist Manifesto, which outlined a normative
futurology that goes “far beyond” the parochial focus of transhumanism and Extropianism.
It prescribes not just radically reengineering humanity, but spreading beyond Earth to
redesign the universe itself. Goertzel discusses brain-computer interfaces, virtual reality
worlds, sentient Al systems, and “cyberimmortality” through mind-uploading. He also lists
“Ten Cosmist Convictions,” which elaborate principles outlined in the “Order of Cosmic
Engineers,” written by fellow Cosmist Giulio Prisco. These declare that “humans will merge
with technology, to a rapidly increasing extent,” a central theme of Kurzweilian
singularitarianism. Those who upload their minds will become immortal, and our
posthuman descendants will “spread to the stars and roam the universe.” We could even
“roam to other dimensions of existence as well, beyond the ones of which we’re currently
aware,” and design “synthetic realities” (virtual worlds) in which sentient beings will live.
Scientific “future magic” will enable us to engineer spacetime itself, thus enabling us to
achieve, “by scientific means, most of the promises of religions,” including resurrecting “the
dead by ‘copying them into the future.” This paradisiacal future world will yield
“abundances of wealth,” and “all of these changes will [lead] to states of individual and



shared awareness possessing depth, breadth and wonder far beyond that accessible to
‘legacy humans.”64

Integral to this utopian project is the creation of what Goertzel variously calls
“artificial general intelligence” (AGI) or “transhuman minds.” He suggests that we have a
moral obligation to bring AGI into existence, but also accepts that “there are risks in
creating superhuman minds.” However, echoing his Extropian colleagues, he declares that
“Cosmism is not about faint-heartedly fearing growth because it comes with risks. ...
Transhuman AGI? Bring it on!”65

Gebru and Torres include Cosmism in their acronym precisely because of this
connection. Recall that their interest is in the ideologies driving the AGI race. Goertzel
played an important early role in promoting the idea of AGI and was “heavily involved in the
formation and growth” of the field of AGI R&D.¢¢ His interest in AGI appears to directly arise
from his transhumanist, Extropian, and Cosmist convictions. In fact, Goertzel’s work is the
main reason that “AGI” has become an entry in our shared lexicon of Al terminology: during
the mid-2000s, he was preparing an edited volume with Cassio Pennachin on advanced Al.
This included contributions from people like Yudkowsky, the blogger who Goertzel later
worked for as the Director of Research at Yudkowsky’s Singularity Institute.6” The tentative
title of the book was Real Al, but Goertzel wanted something catchier. Soliciting suggestions,
a former employee of his, Shane Legg, suggested “artificial general intelligence.” Goertzel
liked this and changed the title to Artificial General Intelligence (2005/2007), thus
popularizing the term.¢8 Three years later, Legg cofounded the Al company DeepMind with
the explicit goal of building AGI. As discussed more in subsection 4.1, initial funding for
DeepMind came from Peter Thiel, who had previously funded Yudkowsky’s Singularity
Institute and, in 2006, cofounded the Singularity Summit with Yudkowsky and Kurzweil, at
which figures like Goertzel, Shane Legg, Max More, Nick Bostrom, Vernor Vinge, James
Hughes, Anders Sandberg, Steven Pinker, and Demis Hassabis (another cofounder of
DeepMind) gave talks.®?

Rationalism and Effective Altruism

Rationalism and Effective Altruism (EA) are closely linked. Both emerged around
2009, emphasize “reason” and “rationality,” tend to embrace IQ realism, and are inclined
toward totalist utilitarian ethics and decision-theoretic notions like expected value theory.
The Rationalist and EA communities overlap considerably, and both were (co)founded by
people previously embedded within the modern transhumanist movement: Eliezer
Yudkowsky, in the case of Rationalism, and Toby Ord, in the case of EA.

The Rationalist movement grew out of the community blogging website LessWrong,
started by YudkowsKky circa 2009. This website describes itself as “an online forum and
community dedicated to improving human reasoning and decision-making.” It states that
“many members ... are heavily motivated by trying to improve the world as much as
possible,” which is also the central thrust of EA, and that they became “convinced many
years ago that Al was a very big deal for the future of humanity.” Hence, “the LessWrong
team ... are predominantly motivated by trying to cause powerful Al outcomes to be
good.”70

Contributors to LessWrong include many people mentioned above and below: Max
More, Ben Goertzel, Toby Ord, Nick Bostrom, Anders Sandberg, Nick Beckstead, and William



MacAskill. Culturally, LessWrong achieved something similar to the Extropians mailing list
in the 1990s by bringing together like-minded futurists, thereby enabling a social
community to coalesce around the ideology of Rationalism. The impetus behind this
ideology can be reconstructed as follows: “paradise-engineering” (Bostrom’s term7!) will
require advanced science and technology; advanced science and technology will require
superior rationality; hence, by enhancing our rationality we can improve our odds of
engineering paradise. Rationality “training” is thus a primary goal of the LessWrong
community. It is also a central theme of many publications by Yudkowsky, including his fan-
fiction novel Harry Potter and the Methods of Rationality and his 1.8-million-word tome on
BDSM, decision theory, and Dungeons and Dragons.”2

Whereas Rationalists strive to optimize their rationality, Effective Altruists (EAs)
strive to optimize their morality.”3 They claim to use science and reason to determine the
best ways of “doing good better.”74 This has led to counterintuitive conclusions, such as that
one should not donate to disaster relief funds or grassroots organizations,’s but one should
support sweatshops.”6

Some EAs like MacAskill have defended an idea dubbed “earning to give,” whereby
one pursues lucrative jobs to acquire more money to donate to charities. If working for
what MacAskill calls “immoral organizations,” such as petrochemical companies, arms
dealers, or Wall Street firms, enables one to give more, then this could be a better option
than taking a job at a nonprofit charity.””

Until his catastrophic downfall, the great success story of earning to give was Sam
Bankman-Fried, whose meeting with MacAskill in 2012 altered the course of his life.78 After
graduating from MIT, Bankman-Fried worked at Jane Street Capital (where other EAs,
including his brother Gabe, had also worked). He then took a position at MacAskill’s Centre
for Effective Altruism, which shared office space at Oxford with value-aligned organizations
like Our World in Data and Bostrom’s now-defunct Future of Humanity Institute, after
which he founded the cryptocurrency exchange platform FTX to “get filthy rich, for charity’s
sake.”79 Like many EAs, Bankman-Fried was deeply influenced by totalist utilitarianism,
which posits that the moral rightness or wrongness of an act depends entirely on its
consequences; a variant of this claims that acts are right when they maximize expected
value.8° This is why working for “immoral organizations” may be not just permissible but
morally obligatory: in expectation, one could—depending on the exact numbers—generate
more welfare by working on Wall Street than for a nonprofit. This points to a problem with
practical applications of expected value theory: there are often no good bases for assigning
values and/or probabilities to possible outcomes. One can, therefore, wiggle the numbers to
fit just about any desired conclusion.

Totalist utilitarianism also inclines one to accept a quantitative approach to ethics.8!
Consequently, as Torres notes, EA essentially reduces the domain of morality to a branch of
economics, where moral decisions become calculations, people become mere fungible
containers for value, and value is quantified into mathematically manipulable units.82 An
illustration of this approach comes from Yudkowsky. He argues that, in a forced-choice
situation, we should prefer a single person being tortured for 50 years over an inscrutably
large number of people suffering the nearly imperceptible discomfort of having a speck of
dust in their eye. If one does the math, the second scenario is worse, and hence we should
favor the former. Yudkowsky sloganizes this idea as: “Shut up and multiply.”83



Another example involves the Repugnant Conclusion, or the idea that a world full of
trillions of people with barely worthwhile lives is better than one in which a smaller
number of people are extremely happy. If the total amount of welfare—aggregated over all
those who exist—is greater in the first world than the second, then we should choose the
first. This conclusion follows from the axiological component of totalist utilitarianism—
namely, totalism or the “Total View”84—but despite its “repugnance,” EAs like Ord and
MacAskill argue that we should not give it too much weight. “The intuition that the
Repugnant Conclusion is repugnant may be unreliable,” they write, and hence MacAskill
concludes (in a separate publication) that “the fact that a theory of population ethics entails
the Repugnant Conclusion shouldn’t be a decisive reason to reject that theory.”85 Totalism,
we will see, is a central component of longtermism, which emerged out of the EA
movement.

Longtermism

The longtermist “ethic” comes in two varieties: “moderate” longtermism, as we can
call it, is “the view that positively influencing the longterm future is a key moral priority of
our time.” “Radical” longtermism (sometimes called “strong” longtermism) replaces the
indefinite with the definite article before the word “key.” It asserts that “positively
influencing the longterm future is the key moral priority of our time.”86 Most leading
longtermists endorse, or are most sympathetic to, radical longtermism. This is what Gebru
and Torres primarily focus on in discussing the TESCREAL bundle. In what follows, we will
use “longtermism” to refer to “radical longtermism.”

One way to understand longtermism is that it is what results when the imperatives
of EA collide with facts about our universe uncovered by modern cosmology. According to
cosmologists, the universe is enormous: there are between 100 and 400 billion stars in the
Milky Way galaxy, and between 200 billion and 2 trillion galaxies in the universe. Along the
temporal rather than spatial dimension, Earth will remain habitable for roughly 1 billion
years, but if we spread beyond Earth, digital life could persist for perhaps 10”100 years,
when the heat death of the universe is scheduled to happen. This means that the future
posthuman population could be astronomically large. Carl Sagan estimates 500 trillion
future people on Earth if we survive for the next 10 million years;8” Toby Newberry
calculates 10”45 digital posthumans per century if we colonize the Milky Way;88 and Nick
Bostrom says there could be at least 10758 digital posthumans within our future light
cone.8?

If one accepts EA’'s precept that we should altruistically strive to positively influence
the greatest number of people possible, and if most people who could exist will exist in the
far future—“millions, billions, and trillions of years” from now%—then we should focus on
how our present actions might affect these hypothetical future people rather than current
people. Or, rather, we should focus on current people only insofar as doing so would help
future people. As Benjamin Todd explains, “it might turn out that the best way to help those
in the future is to improve the lives of people in the present, such as through providing
health and education. The difference is that the major reason to help those in the present is
to improve the long-term.”91 The claim isn’t that future people matter more. It is, instead, a
numbers game: there could be so many more future people that the expected value of



trying to help them may be orders of magnitude larger than the expected value of, e.g.,
lifting the 1.2 billion people in multi-dimensional poverty (as of 2026) out of that poverty.

Furthermore, it is important to recognize that longtermism, even in its moderate
form, accepts the axiological theory of totalism.92 This means that, if future people—the
containers of value, or what Bostrom calls “value-structures”—on average will have lives of
net-positive value, then could exist implies should exist. Longtermists aren’t just interested
in ensuring that future people have net-positive lives conditional upon those people
existing; given their sympathies with totalist utilitarianism, they believe we have reason to
bring as many future people into existence as cosmically possible.?3 This is precisely why
longtermists (a) contend that there is “a moral case for space settlement,”** and (b) are so
interested in calculating population sizes of digital people.? In theory, there could be far
more digital people per 4-dimensional unit of spacetime than biological beings (the latter of
whom would be living on the surface of terraformed exoplanets), and thus the goal must be
to colonize the universe, build “planet-sized” computers powered by Dyson spheres, and
run virtual-reality worlds full of trillions of sentient simulated minds. As Torres notes,
colonizing space itself will almost certainly require our posthuman progeny to be digital,
and hence the entire longtermist project is predicated on the possibility of digital sentience
—i.e., on some form of functionalism or computationalism in the philosophy of mind being
true.%

In many ways, longtermism could be seen as the apotheosis of the TESCREAL
bundle. [t combines the transhumanist goal of becoming or creating digital posthumans
with the Cosmist eschatology of colonizing and reengineering the universe. It differs from
Cosmism in providing an explicitly “ethical” foundation for this vision: the reason we must
engage in “cosmic engineering” is because this is the best way to be effectively altruistic.
Longtermists also agree with Rationalists that the Singularity could be one of the most
important events in not just human but cosmic history, as ASI could enable us to realize a
techno-utopian posthuman future marked by “astronomical” amounts of value—or erase it
entirely if things go wrong.

One final point is worth making: the idea of “existential risk” is central to
longtermism—indeed, to the entire TESCREAL movement. This was introduced in 2002 by
Bostrom in an explicitly transhumanist context. He defined it as any event that would
permanently prevent us from creating a transhumanist utopia. Examples of such risks
include nuclear war, gray goo (self-replicating nanobots), runaway climate change, and an
ASI takeover. Channelling the eugenic roots of TESCREALism, he also included “dysgenic
pressures” on the list, arguing that fertility rates and “intellectual achievement” (as he
understands it from a specifically white, male, Western perspective) are inversely related
around the world. If dysgenic trends continue, whereby less “intellectually talented”
individuals outbreed their more “talented” peers, then the overall “intelligence” of
humanity could decline such that we are no longer able to develop the science and
technology necessary to create utopia.97 At the time that Bostrom was writing, the highest
fertility rates were in African countries.

The following year, Bostrom expanded his conception of “existential risk.” Building
on totalist utilitarianism, he characterized it as any event that would permanently prevent
us from creating astronomical amounts of value in the future by colonizing space and
building planet-sized computers to run simulated worlds populated by digital people.?®
This second definition, which is compatible with and complements the first, laid the



foundations for longtermism, and hence Bostrom could be considered the “Father” of this
ideology. The idea was subsequently developed by Nick Beckstead, who would go on to
become CEO of the FTX Future Fund, which channeled money from Bankman-Fried’s crypto
enterprise into longtermist research projects. In his 2013 PhD dissertation, Beckstead
contended that the far future is of “overwhelming” moral importance, given how many
people with “worthwhile” lives could—and therefore should—exist. To underline the point,
he argued that we should prioritize saving the lives of people in rich countries over those in
poor countries, all other things being equal. This is because people in rich countries are
better positioned to influence the trajectory of civilizational development and, therefore,
shape the very far future through contemporary actions.1%0 Other longtermists, such as
Toby Ord, have “enthusiastically” praised Beckstead’s dissertation “as one of the most
important contributions to the longtermist literature.”101

Existential risks are thus fundamentally different from all other risks that do not
threaten our “long-term potential” in the universe. As Bostrom writes, from a grand cosmic
perspective, “a non-existential disaster causing the breakdown of global civilization is, from
the perspective of humanity as a whole, a potentially recoverable setback: a giant massacre
for man, a small misstep for mankind.”102 Elsewhere, he says this about the worst
catastrophes in human history, including the AIDs pandemic, Black Plague, 1918 Spanish
flu pandemic, and two world wars (including the Holocaust): “Tragic as such events are to
the people immediately affected, in the big picture of things—from the perspective of
humankind as a whole—even the worst of these catastrophes are mere ripples on the
surface of the great sea of life” because “they haven’t significantly affected the total amount
of human suffering or happiness or determined the long-term fate of our species.”103

In contrast, existential catastrophes would by definition determine our long-term
fate and affect the total amount of happiness that could exist in our future light cone, and
hence they are the “one kind of catastrophe that must be avoided at any cost.”104 This is why
longtermists generally see existential risk mitigation as, to quote Bostrom once more,
“priority number one, two, three and four,” with the fifth priority being to colonize space as
quickly as possible.105

3. Conceptualizing TESCREALism

Recall that the strong TESCREAL thesis states that we should conceptualize these
ideologies as forming a single cohesive bundle across time, from the early 1990s to the
present. Gebru and Torres substantiate this claim by pointing to historical, sociological, and
philosophical considerations.

Historically, the “ESCREAL’ ideologies all emerged directly out of the second-wave
eugenics movement of modern transhumanism (the “T”). Extropianism was the first
organized modern transhumanist movement. The two most notable singularitarians in the
early 2000s were Ray Kurzweil and Eliezer Yudkowsky, both of whom participated in
Extropianism through conferences or its mailing list. Modern Cosmism was introduced by
the Extropian transhumanist and singularitarian sympathizer Ben Goertzel. Rationalism
was founded by Yudkowsky to improve our odds of building an ASI that creates utopia
rather than annihilating us, and EA was cofounded by Toby Ord, who years earlier had
coauthored a paper with Bostrom defending transhumanism and then took a position at
Bostrom’s Future of Humanity Institute in 2006, founded in part to study and promote



radical human enhancement.106 Finally, longtermism wove together many of the key ideas
and themes of previous ideologies, having been introduced by the Extropian transhumanist,
Nick Bostrom, and the younger EA, Nick Beckstead, who began posting on LessWrong in
2011 (and later became a Research Fellow at the Future of Humanity Institute, Program
Officer for Open Philanthropy, and, as noted, CEO of the FTX Foundation funded by Sam
Bankman-Fried).107

Sociologically, the communities that coalesced around each ideology in the acronym
have overlapped considerably. Many EAs are also Rationalists and transhumanists.108 Many
longtermists write about the Singularity.109 Many singularitarians envisage a future that is
virtually identical to that advocated by Cosmists and longtermists.110 And so on. Within all
of these communities, the same group of people are widely lionized as luminaries with
exceptional intelligence, rationality, and/or foresight, such as Nick Bostrom, Toby Ord,
William MacAskill, Ray Kurzweil, Anders Sandberg, Robin Hanson, and Scott Alexander.111
Within the accelerationist wing of the movement, figures such as Elon Musk, Gill Verdon,
and Marc Andreessen have the same lofty status.

Furthermore, many of these groups are funded by the same wealthy individuals.
Peter Thiel, for example, donated to the Machine Intelligence Research Institute (MIRI) and
delivered the 2013 keynote address at the Effective Altruism Summit. Jaan Tallinn, a
cofounder of Skype who has given talks at EA Global conferences, is a prominent
longtermist who has financially supported TESCREAL groups like 80,000 Hours, Al Safety
Camp, Rationalist Meetups, the Center for Applied Rationality, Lightcone Infrastructure,
Rethink Priorities, Berkeley Existential Risk Initiative, Future of Life Institute, MIRI, Future
of Humanity Institute, and Effective Altruism Funds (which, in turn, has supported
organizations like the Global Priorities Project). The “main funders” of Open Philanthropy
(OpenPhil) are Dustin Moskovitz, a Facebook cofounder, and his wife Cari Tuna.112 OpenPhil
has given money to Lightcone Infrastructure, Rethink Priorities, Berkeley Existential Risk
Initiative, Future of Life Institute, MIRI, Future of Humanity Institute, Global Priorities
Institute, and Effective Altruism Funds. Sam Bankman-Fried’s FTX Future, run by Nick
Beckstead, has similarly funded Al Safety Camp, Giving What We Can, Rethink Priorities,
Berkeley Existential Risk Initiative, Lightcone Infrastructure, Longview Philanthropy,
among others.113 This is a brief glimpse of the tangled funding channels that connect a
small number of millionaires and billionaires with a proliferation of TESCREAL-aligned
organizations and institutes.

Philosophically, the TESCREAL movement is bound by similar epistemic
commitments, such as the use of expected value theory, as well as moral inclinations, e.g.,
toward totalist utilitarianism. As Torres writes, “the emergence of these ideologies looks a
lot like suburban sprawl, resulting in a cluster of municipalities without any clear borders
between them—a conurbation of movements that share much the same ideological real
estate.”114 Indeed, at the heart of this bundle is a techno-utopian eschatology in which we
radically reengineer humanity, create a new posthuman species, colonize the universe, and
spread the “light of consciousness” by ascending the Kardashev scale and establishing a
sprawling multi-galactic civilization populated by many trillions of digital beings. But, as
with many utopian ideologies, there is also an apocalyptic element: existential risks,
discussed more below.

The TESCREAL movement is broadly libertarian, as noted earlier, even in the case of
“doomers” who argue for the government to regulate Al, and one finds “an obsession with



‘intelligence’ and ‘1Q’ ... among TESCREAL advocates,” with some boasting about their 1Q,
such as Yudkowsky, who has repeatedly described himself as a “genius” with an IQ of
143.115 As Ruha Benjamin reminds us, “IQ is, above all, a eugenic concept, concocted to sort
winners from losers and to justify the rules of game.”11¢ In 2023, a former EA reported that
the Centre for Effective Altruism had tested a ranking system of community members called
“PELTIV.” The system added PELTIV points to those with [Qs over 120 and subtracted them
from those with IQs below 100.117 Furthermore, Gebru and Torres note that some “leading
figures in the TESCREAL community have approvingly cited, or expressed support for, the
work of Charles Murray, known for his scientific racism.” They also note that TESCREALists
have repeatedly cited racist “notions of ‘intelligence’ that depend on 1Q,” a metric of
“general intelligence” (the “GI” in “AGI”) that was partly developed by 20th-century
eugenicists to advance their racist, sexist, classist, ableist, and elitist visions of utopia. In his
PhD dissertation (discussed below), Shane Legg—who introduced the term “AGI”"—even
“pointed to a 1994 Wall Street Journal editorial in defense of Herrnstein and Murray’s
(1994) The Bell Curve to argue that ‘a fair degree of consensus about the scientific definition
of intelligence and how to measure it has been achieved.”118

Zooming out, the TESCREAL movement as a whole is characterizable as promoting a
cluster of interrelated “values” such as expansionism, colonization, optimization,
maximization, quantification, and extractivism. These are core inclinations of the
TESCREAL ideology, and its normative futurology can be seen as extending Western techno-
capitalist and colonialist ideals into the stars.119

Taken together, these considerations are why Gebru and Torres defend the strong
thesis according to which one should see these ideologies as a kind of package or bundle
built around a particular strain of libertarian transhumanism that has become very
influential within Silicon Valley.120 [t is to this latter issue—the emergence of Al companies
out of the TESCREAL movement—that we now turn.

4. Origins of the AGI Race

Gebru and Torres advance two arguments: first, that the current race to build AGI is
driven by the TESCREAL ideologies, and second, that this race and its TESCREAL-based
“justification” is harmful and dangerous. This section will focus on the former claim, and the
next section on the latter.

DeepMind

The first major Al company with the explicit goal of creating AGI was DeepMind.
This was cofounded in 2010 by Shane Legg, Demis Hassabis, and Mustafa Suleyman. Let’s
examine the extent to which these individuals have been involved in the TESCREAL
movement.

Legg received his PhD in 2008 after completing a dissertation titled “Machine Super
Intelligence.” He then received $10,000 from the Canadian Singularity Institute for Artificial
Intelligence. According to a 2023 interview, he read Ray Kurzweil’'s Age of Spiritual
Machines in the early aughts and came to believe that a key part of Kurzweil’s
singularitarian view “was fundamentally right,” namely, that “computation is likely to grow
exponentially for at least three decades.” He thus concluded that it would be possible to



train Al systems “on far more data than a human would experience in a lifetime. So, as a
result of that, ... [ predicted a 50% chance of AGI by 2028."121

In 2008, Legg had created a LessWrong account and responded to posts by
Yudkowsky on AGI and the Singularity; the previous year, he exchanged emails on the SL4
mailing list, started by Yudkowsky in 2001, which describes itself as “a refuge for
discussion of advanced topics in transhumanism and the Singularity.”122 According to
Wired, “back in 2000, Yudkowsky came to speak at Goertzel’s company,” which Legg was
working for. He “points to the talk as the moment when he started to take the idea of
superintelligence seriously, going beyond the caricatures in the movies. Goertzel and Legg
began referring to the concept as ‘artificial general intelligence.”123 In 2010, Legg gave a
talk at the Singularity Summit, founded by Yudkowsky, Kurzweil, and Thiel, on his Al
research titled “Measuring Machine Intelligence.”124

At the same Singularity Summit, Hassabis—who met Legg in the Gatsby
Computational Neuroscience Unit of University College London—delivered a talk exploring
“a systems neuroscience approach to building AGIL."125 After the event had ended, Hassabis
followed Thiel back to his mansion and solicited funding to start DeepMind. Thiel, himself a
TESCREAList, agreed and gave Hassabis $1.85 million to start the company.126 Later, when
Google acquired the company in 2014, “Thiel’s venture capital firm, Founders Fund, owned
more shares than all three of DeepMind’s co-founders.”127 Other DeepMind investors
included Elon Musk and Jaan Tallinn, both of whom have funded TESCREAL organizations;
Tallinn also formerly served as DeepMind’s director.128

In 2011, Hassabis gave a talk about Al at the Future of Humanity Institute, and
DeepMind subsequently included Bostrom as a member of the company’s “Ethics and
Society” team.129 When the Musk-funded Future of Life Institute hosted a conference on Al,
Hassabis joined Tallinn, Musk, Kurzweil, and Bostrom on stage to discuss the promises and
dangers of machine superintelligence. In fact, the “Time 100” entry for Hassabis in Time
magazine was written in 2017 by Kurzweil.

Meanwhile, Suleyman’s allegiances are less well known. During an 80,000 Hours
podcast interview, he averred that he has “long been a fan of the podcast and the [EA]
movement,” and later stated that he, along with others at DeepMind and its competitor
OpenAl, are members of the “Al Safety” community.130 The field of Al Safety directly
emerged out of the TESCREAL movement, as explained in subsection 5.1.

From its inception, then, DeepMind has been closely linked to the TESCREAL
movement.

OpenAl

OpenAl was cofounded in 2015 by Sam Altman, Elon Musk, Ilya Sutskever, Greg
Brockman, and others. It began with $1 billion in funding from Musk (after he had invested
in DeepMind), Peter Thiel, and additional investors.131 Jaan Tallinn “offered to financially
support OpenAl’s safety research and met regularly with [Dario] Amodei and others at the
organization.”132 [n 2023, Andreessen Horowitz was among several venture capital firms
that collectively invested over $300 million into OpenAl. Andreessen Horowitz was
cofounded by Marc Andreessen, a leading advocate of effective accelerationism who, in
2023, included “TESCREALIist” in his bio on Twitter (subsequently rebranded as X).133
Another $30 million was later invested by OpenPhil, largely funded by Dustin Moskovitz.134



Altman has extensive connections to the TESCREAL movement. According to a New
York Times profile, he is “the product of a strange, sprawling online community that began
to worry, around the same time Mr. Altman came to the Valley, that artificial intelligence
would one day destroy the world. Called rationalists or effective altruists, members of this
movement were instrumental in the creation of OpenAl.”135 Another profile describes
Altman as having “embraced the techy-catnip utilitarian philosophy of effective altruism.”136
Altman credits Eliezer Yudkowsky as having inspired him and others in the field to pursue
AGI, writing that Yudkowsky “got many of us interested in AGI, helped DeepMind get
funded at a time when AGI was extremely outside the Overton Window, [and] was critical in
the decision to start OpenAl, etc.”137 In 2015, he wrote on his personal blog that “Bostrom’s
excellent book Superintelligence is the best thing I've seen on this topic. It is well worth a
read.”138 n early 2025, he posted on X that he “always wanted to write a six-word story.
Here it is: Near the Singularity; unclear which side.”139

Altman is also a transhumanist who invested $180 million into Retro Biosciences, a
longevity research company. And he believes that our brains will be digitized within our
lifetimes. In 2018, he was one of 25 people to sign up with Nectome, a startup offering to
preserve people’s brains so they can be uploaded to computers.140 During a social media
exchange with Yudkowsky, he agreed that “future galaxies are indeed at risk” when it comes
to getting AGI right, and says, “I do not believe we can colonize space without AGI."141.142 He
also echoes TESCREALists like Bostrom in suggesting that the outcome of advanced Al,
which he dubs the “magic intelligence in the sky,” will likely either be “lights out for all of
us” or a paradisiacal world so marvelous that one begins to “sound like a really crazy
person” when talking about it.143 In another interview, he says that AGI will “most likely
sort of lead to the end of the world, but in the meantime there will be great companies
created with serious machine learning.”144

These statements are worth pausing on. The idea that the outcome of
superintelligence will likely be binary—either annihilation or utopia—is ubiquitous within
the TESCREAL movement. It dates back at least to I. ]. Good’s work in the late 1950s and
1960s; he argued that since “an ultraintelligent machine could design even better
machines[,] there would then unquestionably be an ‘intelligence explosion, and the
intelligence of man would be left far behind.”145> He added that “whether this will lead to a
Utopia or to the extermination of the human race will depend on how the problem is
handled by the machines.”146 Musk channels this thinking when he says that “the most
likely outcome” of superintelligence “is awesome. ... But I think it’s either going to be super-
awesome or super-bad. It's probably not going to be something in the middle.” He gives
annihilation a 20% probability, and utopia an 80% probability.147

Indeed, this points to a crucial link between the TESCREAL movement and the AGI
race. On the one hand, if we successfully design a “value-aligned” ASI—that is, an AGI that is
controllable by humanity or some subset of humans—then we can delegate it the task of
“paradise-engineering” (Bostrom 2020). We get to become “semi-mortal uploaded
creatures with Jupiter-sized minds,” in Bostrom’s words.148 But, on the other hand, if this
fails, ASI will almost certainly destroy humanity and, along with us, the utopian future of
endless delights that we could have otherwise created. As Bostrom writes, the “default
outcome” of misaligned superintelligence is “doom.”149

Both possibilities account for why the AGI race emerged out of the TESCREAL
movement: the seductive reward of the first possibility is obvious, and many TESCREALists



believe that building utopia will be impossible without ASI. Hence, we have a kind of moral
obligation to build ASI as soon as possible. To quote Bostrom once again, “all the plausible
paths to a really great future involve the development of machine superintelligence at some
point.”150 With respect to the second possibility, many leading figures in the AGI race,
including Altman, believe that their company is best positioned to ensure a utopian
outcome. This is why there has been a proliferation of companies over the past 15 years—
DeepMind, OpenAl, Anthropic, XAl, and so on. Each sees itself as more responsible than the
others, and each is thus racing to reach the AGI finish line before everyone else. Musk, for
example, was compelled to cofound OpenAl with Altman because he saw Hassabis as “a
supervillain who needed to be stopped,” and “would make unequivocally clear that OpenAl
was the good to DeepMind’s evil.”151 Anthropic, examined below, was founded because
people lost faith that Altman was the right person to bring about AGI.

Even more, there is also the specter of rogue states building AGI, which could enable
them to establish a global totalitarian regime. As Altman wrote to his employees, “if an
authoritarian government builds AGI before we do and misuses it, we will have also failed
at our mission” at OpenAl, and thus “we almost certainly have to make rapid technical
progress in order to succeed at our mission.”152

These considerations are why OpenAl and the other companies were founded: to
bring about utopia as quickly as possible while simultaneously containing the existential
risks of the technology, which could be greatly exacerbated if other companies or states
were to develop it first.

Anthropic

Anthropic was started in 2021 by seven former employees at OpenAl, including the
siblings Daniela and Dario Amodei. The latter is a noted EA and longtermist who has had an
account on LessWrong since at least 2008.153 Like Shane Legg, he “first [became] interested
in Al after reading Ray Kurzweil’s The Singularity Is Near: When Humans Transcend Biology,
which predicted that Al would reach human intelligence by 2029 and that people would
merge with machines by 2045.”15¢ While all of the leading Al companies in the West have
been heavily influenced by the TESCREAL ideologies, Anthropic stands out for its deep
alignment with EA-longtermist principles. As a New York Times article puts it,

all of the major Al labs and safety research organizations contain some trace
of effective altruism’s influence, and many count believers among their staff
members. ... No major Al lab embodies the EA ethos as fully as Anthropic.
Many of the company’s early hires were effective altruists, and much of its
start-up funding came from wealthy EA-affiliated tech executives.155

As with OpenAl, the impetus behind its founding concerned both possibilities mentioned in
the previous subsection—i.e., utopia and an Al catastrophe. Dario Amodei “and the other
Anthropic founders,” notes Karen Hao, built “up their own mythology about Anthropic, not
OpenAl, [being] a better steward of what they saw as the most consequential
technology.”156 Amodei and other researchers were dissatisfied with OpenAl’s commitment
to Al safety, and hence established a competitor in hopes of reaching the AGI finish line first
—that is, with their safer version of AGI than what OpenAl or DeepMind would create.



Consistent with this, wealthy TESCREALists worried about Al risk were major
funders of the company. An initial investment of $124 million was led by Jaan Tallinn and
Dustin Moskovitz, among others, with $25 million being provided by Tallinn.157 One year
later, Sam Bankman-Fried “led the $580 million Series B venture capital round for
Anthropic.”158 Once again, the founders and funders have both been firmly rooted in the
TESCREAL movement.

XAl

xAl was founded in 2023 by Elon Musk. It boasts of having the largest Al
supercomputer in the world, as of this writing, named Colossus.159 Musk, like Shane Legg,
Sam Altman, and Dario Amodei, has extensive links to the TESCREAL movement. He is a
transhumanist whose company Neuralink is trying to merge the human brain with Al,
enabling us “to save and replay memories. ... Ultimately, you could download them into a
new body or robot body."160 In early 2025, he posted on his social media website that “we
are on the event horizon of the singularity.”161 He promoted William MacAskill’s 2022 book
promoting longtermism, titled What We Owe the Future, writing that longtermism “is a
close match for my philosophy.”162 In 2022, he exchanged private messages with MacAskill
about purchasing Twitter, with Sam Bankman-Fried. MacAskill introduced the two by
saying that “you both have interests in games, making the very long-run future go well, and
buying Twitter. So [ think you’d have a good conversation!” MacAskill then boasted that
Bankman-Fried is “moving $100M-$1B this year to improve the future of humanity.” When
Musk asked “You vouch for him?,” MacAskill responded with “Very much so!”163 Musk has
consistently characterized his motive for purchasing Twitter in longtermist language; the
reason he bought the platform is “because it’s important to the future of civilization,”
elsewhere declaring that “this is a battle for the future of civilization. If free speech is lost
even in America, tyranny is all that lies ahead.”1¢4 Since “tyranny” would impede the
realization of techno-utopia, controlling Twitter, the most politically important social media
platform, is paramount.

In 2022, Musk retweeted an article by Nick Bostrom titled “Astronomical Waste.” The
original tweet included the line: “Likely the most important paper ever written.”165 This
article outlines a moral case for why (a) mitigating existential risk should be our top four
global priorities, and (b) we should colonize the universe as soon as possible, build “planet-
sized” computers around other stars, and run virtual-reality worlds full of, according to
Bostrom, some 10”38 digital people per century in the Virgo Supercluster alone (this was
his earlier estimate).166 Echoing the totalist utilitarian pillars of longtermism, Musk says
that “what matters ... is maximizing cumulative civilizational net happiness over time,” and
that “we have a duty to maintain the light of consciousness, to make sure it continues into
the future.”167

As with the other companies above, the explicit goal of XAl is to build AGI, or what
Musk describes as “basically a digital God.”168 Musk has argued that AGI could be “more
dangerous than nukes,” but, as noted earlier; he also believes that the most likely outcome
of AGI will be utopia.169 According to Torres, most of Musk’s companies only make sense
when viewed through the lens of TESCREALism.170 For example, Neuralink hopes to
“kickstart transhuman evolution with ‘brain hacking’ tech.”171 Tesla “makes cars but is
really an Al company working on computer vision, image recognition, machine learning and



autonomous decision making.”172 SpaceX aims to fulfill a key aspect of the Cosmist and
longtermist projects, namely, spreading beyond Earth to colonize the universe; its
headquarters even include a conference room named after Konstantin Tsiolkovsky, a
pioneer of astronautics who helped found Russian Cosmism.173 And xAl is trying to build
“safe” superintelligence before other companies reach the finish line, thus catalyzing the
Singularity.

In service of this end, XAl has hired individuals from the TESCREAL community to
advise its research, such as Dan Hendrycks. In addition to working for xAl, Hendrycks is
“the executive and research director of the Center for Al Safety, which was awarded a grant
of US$5,160,000 from Open Philanthropy.”174 In a post on the Effective Altruism Forum, he
reports that he “was advised ... to get into Al to reduce x-risk [i.e., existential risk], and so
settled on this rather than proprietary trading for earning to give,” as Bankman-Friend
initially did when he took a job at Jane Street Capital.17>

5. Critiquing TESCREALism

Torres and Gebru argue that the race to build AGI is both harmful and dangerous.
This section examines several arguments in support of this claim, outlined in their
coauthored paper as well as in separate publications and presentations.

Is Safe “AGI” Possible?

The TESCREAL movement can be roughly divided into two main camps: the
accelerationists (or “effective accelerationists,” abbreviated as “e/acc”) who believe that the
probability of an existential catastrophe if AGI is built in the near future is very low, and the
doomers who believe that the probability is very high. Both groups accept the same
eschatological vision, and both believe that we should build AGI as quickly as possible.176

Because the risks are low, accelerationists argue that we should radically accelerate
Al development and eliminate government regulation. They would say that, insofar as there
is any risk associated with AGI, the best countermeasure is the free market: let a million
AGIs bloom, since the best way to stop a bad AGI is with a good AGI.177 Hence, the more
AGIs there are (by open-sourcing Al models, cutting regulation, etc.), the greater the chance
that the good AGIs will neutralize the bad ones. This “move fast” position is closely related
to the Proactionary Principle defended by Max More, and indeed the e/acc TESCREAList
Marc Andreessen has argued that those who impede the development of Al are no better
than murderers, given how many lives Al will supposedly save.178

In contrast, Al doomers tend to favor top-down government regulation, thus
rejecting the free-market solution to mitigating Al risk. Their view is slightly more nuanced
than the accelerationists’. One can understand it by distinguishing between Al capabilities
research and Al safety research. The former aims to build AGI, whereas the latter aims to
ensure that the AGI we build is controllable or “value-aligned.” Doomers argue that if
capabilities research leads the way over safety research, then the probability of total
annihilation is very high. As Yudkowsky writes, “the most likely result of building a
superhumanly smart Al, under anything remotely like the current circumstances, is that
literally everyone on Earth will die.”"179



However, if safety research leads the way, then the most likely outcome will be
utopia. From this perspective, we can see how Yudkowsky and other doomers are not anti-
AGI—to the contrary, they want AGI no less than the accelerationists, but only if safety
research leads the way over capabilities research. As the “2024 Communications Strategy”
report published by Yudkowsky’s MIRI puts it, “we remain committed to the idea that
failing to build smarter-than-human systems someday would be tragic and would squander
a great deal of potential. We want humanity to build those systems, but only once we know
how to do so safely.”180 This point was nicely encapsulated by a social media exchange
involving Rob Bensinger,; a long-time MIRI employee. Someone asked whether “there is an
‘e/acc’ for everything but ... Al-enabled warfare and authoritarian surveillance.” “Last I
checked,” Bensinger replied, “the term for that kind of e/acc is ‘doomer.””181

Contrasting with both the accelerationists and doomers, Gebru and Torres argue
that the very attempt to build AGI is “inherently unsafe” because what they describe as “AGI”
would be an “unscoped” system—an “everything machine” that is imagined to excel on
complex tasks in every cognitive domain of interest.182 A “scoped” system has well-defined
functions, which can be tested in relevant operational conditions. For example, evaluating
the “audio circuitry for devices such as laptops” involves

drop testing, constantly dropping devices to understand the manner in which
their functionality degrades when they are exposed to shocks, placing the
devices in extremely cold or hot environments ..., frequently restarting them,
and performing different types of tests to understand the behavior of these
systems under conditions that they were not normally meant to operate in.

Gebru and Torres add that “these stress tests occurred in addition to extensive testing and
documentation under conditions that the devices were meant to be operational.”183 Heidy
Khlaaf makes a similar point, writing that “the lack of a defined operational envelope for the
deployment for general multi-modal [AI] models has rendered the evaluation of their risk
and safety intractable, due to the sheer number of applications and, therefore, risks
posed.”184

Since there is no way to effectively test an “everything machine” that excels at all
possible tasks of interest, there is no way to be certain that the type of system AGI
proponents claim to be building would be safe.185 Worse, there isn’t even any clear
conception of what AGI is in the first place, as different theorists and companies define the
term in nontrivially different ways. Even OpenAl’s website contains inconsistent
definitions, as when it describes AGI as “Al systems that are generally smarter than
humans” in one article,186 and “highly autonomous systems that outperform humans at
most economically valuable work” in another.187 Others define it as systems that “can match
or exceed the cognitive abilities of human beings across any task” (IBM),188 “Al that’s at
least as capable as humans at most cognitive tasks” (DeepMind),18% and “a universal
algorithm for learning and acting in any environment” (Russell and Norvig).190 Dario
Amodei takes a different approach, preferring the term “powerful Al” to “AGI,” which he
defines as having properties like being “smarter than a Nobel Prize winner across most
relevant fields,” “not hav[ing] a physical embodiment,” and being able to “absorb
information and generate actions at roughly 10x-100x human speed.”191



Given that none of these companies or theorists can agree about what AGI is, and
that trying to build such an unscoped system is inherently dangerous, Gebru and Torres
argue that we should eschew projects to build such systems—the goal of Al capabilities
research. Instead, we should opt to develop “narrow Al” tools that “might specifically be
trained to identify certain types of plant disease ... or perform machine translation in
specific language,” and so on, since these systems “have task definitions and expected
inputs and outputs for which appropriate tests can be created and results can be compared
to expected behavior.”192 The dream of “safe” AGI—the goal of Al safety research—is a
fantasy. There isn’t even such a thing as “AGI” to build toward, as the concept of AGI is
inherently unscoped, ill-defined, vague, and unruly.

This conclusion, however, is anathema to TESCREALists because they see AGI as
necessary for creating utopia. As noted earlier, all paths to utopia involve building
superintelligence.193 Elsewhere, Bostrom writes that “because of the way we have defined
existential risks, a failure to develop technological civilization would imply that we had
fallen victims of an existential disaster,” where AGI/ASI is integral to developing a
technologically advanced posthuman civilization.194 Hence, failing to develop AGI/ASI
would constitute an existential catastrophe. This is precisely why the field of Al safety
emerged out of the TESCREAL movement: there is only one way forward, according to
TESCREALists, so we should proceed with caution by examining the ways that AGI might
backfire in order to neutralize the risks. The goal is, as it were, to keep our technological
cake and eat it, too.

Gebru and Torres suggest an alternative strategy: since there is no way to ensure
that AGI — if such a thing could even exist — will be safe, we should refuse to build it in the
first place. For this reason, their position is fundamentally at odds with both the
accelerationist and doomer camps within the TESCREAL movement.

The Dangers of TESCREALism

Not only is safe AGI a mirage, but the techno-utopian beliefs of TESCREALists enable
them to ignore or downplay the harms caused by racing to build AGI. Consider the
following line of reasoning:

(1) The large language models (LLMs) that power frontier models like
OpenAl’'s ChatGPT, DeepMind’s Gemini, Anthropic’s Claude, and xAI's Grok
are the stepping stones to AGI.

(2) Once we have AGI, ASI will soon follow (e.g., due to recursive self-
improvement).

(3) If ASl is safe (i.e., is controllable or value-aligned), then it will usher in a
utopian paradise of immortality, perfect happiness, radical abundance, space
colonization, and “astronomical” amounts of “value.”195 In Bostrom’s words, it
will produce a “solved world” in which every problem has been solved
forever.196

In numerous publications since 2021, Torres has argued that the marriage of utopianism
and utilitarianism is extremely dangerous. If the ends can morally justify the means, and if
the ends are a literal utopia marked by astronomical value, then what exactly is off the table



for realizing this end?197 Hence, if ASI is the key to utopia, and if current LLMs are the
stepping stones to ASI (via AGI), then every harm caused by these LLMs can be “justified”
by the utopian aim of reaching ASI. Let’s examine this in more detail, dividing the dangers
of this way of thinking into two categories.

Trivializing the Harms of Al

The first category of danger could be classified as “passive.” It concerns the way that
TESCREALism inclines adherents to ignore, dismiss, and trivialize the actual harms caused
by LLMs. These harms include worker exploitation (especially in the Global South),
intellectual property (IP) theft, using valuable resources like fresh water, the growing
carbon footprint of generative Al, perpetuating noxious stereotypes through biased
algorithms, mental health problems caused by Al chatbots, as well as the production and
propagation of deepfakes, disinformation, misinformation, and propaganda. OpenAl, for
example, hired a company that paid workers in Kenya as low as $1.32 an hour to label
horrific material to train their LLMs, resulting in some workers being diagnosed with
PTSD.198 Are such harms justifiable?

They can be, from the perspective of TESCREALism, because these LLMs will get us
to AGI, which will get us to ASI and then utopia, if designed properly. Recall from earlier
that Bostrom describes the worst atrocities of the 20th century as “mere ripples on the
great sea of life,” since they haven’t affected the total amount of “value” that could exist in
the universe. Elsewhere, he says that giant massacres for man may be small missteps for
mankind, so long as these massacres are non-existential in nature. Once again, existential
catastrophes matter far more than non-existential catastrophes because they would, by
definition, prevent us from creating a posthuman utopia among the stars, whereas non-
existential catastrophes wouldn’t. This is a difference of kind rather than degree.199 Since all
of the harms mentioned above are non-existential, they are nothing but mere ripples or
minor missteps on the road to paradise; mitigating them should therefore not be a global
priority for humanity.200 Bostrom drives the point home in writing:

Unrestricted altruism is not so common that we can afford to fritter it away
on a plethora of feel-good projects of suboptimal efficacy. If benefiting
humanity by increasing existential safety achieves expected good on a scale
many orders of magnitude greater than that of alternative contributions, we
would do well to focus on this most efficient philanthropy.201

Caring about how Al companies harm people in the Global South, steal from writers and
artists, exacerbate the climate crisis, etc. would count on Bostrom'’s view as “feel-good
projects of suboptimal efficacy,” because the associated harms aren’t existential.

Geoffrey Hinton holds the same view as Bostrom. He dismisses concerns about the
concrete harms of LLMs, raised by figures like Gebru, as not being “as existentially serious
as the idea of these [Al models] getting more intelligent than us and taking over.”202
Yudkowsky similarly describes algorithmic bias as a “short-term and small” issue when
compared to what awaits: the “glorious transhumanist future.”203 He says that if Al ethicists,
a group that includes Gebru and Torres,



would leave the people trying to prevent the utter extinction of all humanity
alone I should have no more objection to them than to the people making
sure the bridges stay up. If the people making the bridges stay up were like,
“How dare anyone talk about this wacky notion of Al extinguishing humanity.
It is taking resources away that could be used to make the bridges stay up,”
I'd be like “What the hell are you people on?” Better all the bridges should fall
down than that humanity should go utterly extinct.204

The TESCREAL worldview thus inclines adherents to minimize or trivialize all non-
existential harms. In this way, it provides a superficially plausible “moral” excuse for
pursuing Al capabilities and safety research without regard to the real-world consequences
for marginalized peoples, writers and artists, the environment, etc. This is not to say that
TESCREALists would deny the significance of these harms in absolute terms. The point is
that relative to the disvalue of delaying or never reaching utopia, these harms, as Torres
puts it, are but “molecules in a drop in the ocean.”205 They simply don’t matter much in the
grand scheme of things, and hence if some people get trampled by the march of progress,
we shouldn’t spend more than a moment lamenting it. As Hilary Greaves and William
MacAskill write, “every $100 spent” on Al safety research would, by increasing the
probability of utopia, have “an impact as valuable as saving one trillion ... lives.”206
Utopianism combined with a utilitarian moral calculus thus suggests that one does more
good in the world by donating a mere $100 to Al safety than by saving 999 billion human
lives. This leads us to the second category.

Justifying Extreme Actions

The marriage of utopianism and utilitarian ethics could also justify extreme
measures, actions, or interventions to “protect” and “preserve” our “vast and glorious”
future among the stars.297 Though not discussed in Gebru and Torres (2024), Torres
articulated this point in a 2021 critique of longtermism, writing that “elevating the
fulfilment of humanity’s supposed potential above all else could nontrivially increase the
probability that actual people—those alive today and in the near future—suffer extreme
harms, even death.”208 Consider Bostrom'’s claim (echoing Greaves and MacAskill above)
that if there is even just “a mere 1 per cent chance” of 10*54 people existing in our future
light cone, then “the expected value of reducing existential risk by a mere one billionth of
one billionth of one percentage point is worth a hundred billion times as much as a billion
human lives” today.20? This calculation could yield a justificatory argument, based on
expectational utilitarianism, for engaging in extreme actions, even violence, mass murder,
and genocide, for the sake of the far future. “It is simply too reminiscent,” writes Olle
Haggstrom in reference to Bostrom’s claim, “of the old saying ‘If you want to make an
omelet, you must be willing to break a few eggs, which has typically been used to explain
that a bit of genocide or so might be a good thing, if it can contribute to the goal of creating
a future utopia.”210 Haggstrom goes on to outline a scenario in which a US president
following Bostrom’s reasoning might launch a barrage of nuclear weapons at Germany to
prevent a low-probability existential catastrophe, thus annihilating the country.211

A similar example comes from Peter Singer, a noted EA and eugenicist who once
defended longtermism in an article coauthored with Nick Beckstead.z12 Referencing



Torres’s work, Singer pushes back against the TESCREAL notion of utopia. He warns that
“viewing current problems through the lens of existential risk to our species can shrink
those problems to almost nothing, while justifying almost anything that increases our odds
of surviving long enough to spread beyond Earth.” He continues: “I am not suggesting that
any present exponents of the hinge of history idea”—the view that we live during a period
of excessively high existential risk, largely due to the prospect of unaligned AGI—"“would
countenance atrocities. But then, Mar, too, never contemplated that a regime governing in
his name would terrorize its people.”213 The danger; in other words, lurks within the
ideologies themselves; so long as such ideologies have their ideologues, there remains the
risk of people acting on them.

Singer is correct that there were no TESCREALists calling for violence, conflict, or
the like when he published his article in 2021, but this is no longer the case. Many
TESCREAL doomers believe that we are now in an apocalyptic moment due to the rapid
advancement of Al capabilities and the comparatively slow progress of Al safety. In late
2022, an Al safety workshop held in Berkeley, California, where Yudkowsky’s MIRI is
located, explored strategies for slowing down or temporarily halting capabilities research
so that safety research can catch up. Notes from the workshop included proposals like:
“Solution: be Ted Kaczynski” and “start building bombs from your cabin in Montana and
mail them to DeepMind and OpenA], lol.” Another line read: “Strategy: We kill all Al
researchers.”214 This event was funded by FTX Future Fund, run at the time by Nick
Beckstead, and was organized by three people: one was “a guest manager at Effective
Altruism Funds” whose work had been funded by OpenPhil;215> another worked for Dan
Hendryck’s Center for Al Safety and the Center on Long-Term Risk, and later became an Al
Fellow in the US House of Representatives;216 the third organizer subsequently worked for
MIRI.217 These workshop notes, quoted above, were leaked to Torres after Torres publicly
shared threats of physical violence from the TESCREAL community, which were sent in
response to their critiques.218

The following year, in 2023, Yudkowsky published an op-ed in Time magazine that
argued for states engaging, if necessary, in military strikes targeting “rogue datacenters,’
even at the risk of triggering a devastating nuclear war. The reasoning is that an all-out
nuclear exchange probably wouldn’t result in an existential catastrophe, thus permanently
foreclosing the realization of utopia. Some studies corroborate this conclusion, finding that
a full-scale conflict that exhausts the nuclear stockpiles of Russia and the US could Kkill
“more than 5 billion” people.219 If 5 billion were to perish, it would leave a reassuring ~3
billion to rebuild global modern civilization. In contrast, Yudkowsky believes that if
capabilities research continues, it will result in a misaligned AGI that destroys humanity
and, along with us, the “glorious transhuman future” that awaits. Hence, he concludes that
nuclear war is worth risking to prevent AGI from being built in the near future—that is,
until safety research catches up.220 When he was asked on social media, “How many people
are allowed to die to prevent AGI?,” he responded that “there should be enough survivors
on Earth in close contact to form a viable reproductive population, with room to spare, and
they should have a sustainable food supply. So long as that’s true, there’s still a chance of
reaching the stars someday.”221 Estimates of the viable human population range widely
from 150 to around 40,000 people, meaning that well over 8 billion people could perish
without irreversibly foreclosing our “chance of reaching the stars someday."222



The dangers examined in this subsection could be classified as “active” since they
involve people finding themselves amid what they perceive to be a do-or-die apocalyptic
moment, causing harm through violence or extreme measures by acting on their utopian
beliefs, and believing they are “justified” in such actions by the means-ends reasoning of
utilitarianism. In both the passive and active cases, the danger arises from the amalgam of
utopianism and utilitarianism, which can enable virtually any action or non-action to
become morally acceptable—indeed, obligatory—given the astronomical stakes of utopia.
As Torres writes, “over and over again throughout history, the combination of these two
ingredients—utopianism and the belief that ends justify the means—has been
disastrous.”223 [f this combination has been disastrous in the past, we should worry that it
will be disastrous in the future, too.

Who Is Utopia For?

The issues discussed in “Trivializing the Harms of Al” and “Justifying Extreme
Actions” concern dangers associated with the march to utopia. But what about utopia itself?
One of the most striking features of the TESCREAL literature is the absence of any serious
consideration of what the future should look like from perspectives falling outside the
TESCREAL tradition. Recall that this tradition is marked by a commitment to ideas or values
like eugenics, libertarianism, capitalism, expansionism, colonization, extractivism,
quantification, maximization, optimization, and utilitarianism. The techno-utopian visions
at the core of TESCREALism were crafted almost entirely by white men in Silicon Valley and
at elite institutions like the University of Oxford. Hence, these visions reflect the particular
social privileges, ideological commitments, and normative preferences of their authors. The
TESCREAL movement does not, it seems, aim to bring about an inclusive future for
everyone through democratic means; if it did, one would expect TESCREALists to include
representatives of different perspectives at the table of futurological debate, such as the
perspectives of feminism, Queerness, Disability, Islam, Buddhism, Indigenous cultures, and
various other non-Western thought traditions, to name a few.224 The aim instead is to
impose the TESCREAL vision on everyone else, with or without their consent. If safe AGI is
even possible, it would provide a powerful means of doing this, since it would presumably
be controlled by the Al company or companies that build it, and we saw in earlier sections
that major Al companies like DeepMind, OpenAl, Anthropic, and xAl directly emerged out of
the TESCREAL movement. In other words, if safe AGI were built, it would be controlled by
people aligned with the TESCREAL worldview.

This raises the question: if the TESCREAL movement were to succeed in bringing
about utopia through AGI—which Gebru and Torres suggest is impossible—who would this
utopia be for? The concept of utopia is inherently exclusionary: someone is always left out;
if no one were left out, then it wouldn’t be utopia. As Monika Bielskyte puts it, utopia
involves “a kind of eugenic elimination” of certain groups deemed to be undesirable.225

Torres argues that the utopia of TESCREALism would exclude much of the vast
diversity of human cultures, traditions, religions, and peoples. It would exclude those with
certain disabilities (e.g., intellectual disabilities), and would erase much of what makes our
species so exquisitely unique and special within the known universe. Robert Sparrow
further notes that if transhumanism—and hence TESCREALism—were put in practice, the
outcome would be largely indistinguishable from what the first-wave eugenicists hoped to



bring about. In his words, “the ultimate conclusions of the new eugenics are remarkably
similar to those of the old.”226

It is, therefore, not clear that most of humanity would have a home in the “utopian”
future envisaged by TESCREALism. If such people were welcome in the future, one would
expect the TESCREAL movement to have taken seriously the rich array of futurological
visions articulated by those outside the TESCREAL community, which it has not.

Indeed, it is not even clear that the natural world, teaming with nonhuman
organisms and bustling ecosystems full of wonders still unknown to modern science, would
have any place in utopia. MacAskill, for example, argues that our systematic obliteration of
the biosphere may be net positive. This is because “if we assess the lives of wild animals as
being worse than nothing, which I think is plausible ... then we arrive at the dizzying
conclusion that from the perspective of the wild animals themselves, the enormous growth
and expansion of Homo sapiens has been a good thing.”227 To put this in perspective, the
2022 Living Planet Report finds that the global population of all wild vertebrates has
declined by a staggering 69% since 1970, due largely to human expansion around the globe
and the attendant pollution, habitat fragmentation, and global warming that it has
caused.228 MacAskill thus suggests that we should celebrate this precipitous decline in
global biodiversity. After all, once the biological world has been entirely decimated and
superseded by a new digital world, we could simulate natural ecosystems while ensuring
that the digital flowers, insects, and woodland creatures have lives that are not “worse than
nothing.”

Torres thus concludes that TESCREALists are presenting a deeply problematic set of
options that are exclusivist, undemocratic, and dystopian. One way to make the point goes
like this, which accepts the TESCREALIists’ framing: if AGI is uncontrollable, then all of
humanity loses, because everyone will likely die. However, if AGI is controllable, then most
of humanity loses, because there is no reason to believe that the world’s many cultures,
traditions, peoples, etc. would have a home in the utopia of TESCREALism. Most people
around the world do not even have a say in what we should be aiming for in the future and
with Al.229.230 This is a lose-lose situation for most of humanity, and hence the entire
TESCREAL project should be rejected.

Pro-Extinctionism

It might not just be marginalized communities and the natural world that have no
place in utopia—our species itself would likely be excluded. This leads Torres to argue that
TESCREALism is best seen as a pro-extinctionist ideology, if only in practice. Rather than
being a fringe view embraced by some philosophical pessimists, radical environmentalists,
and negative utilitarians, pro-extinctionism has in fact become very influential within
powerful sectors of Silicon Valley.

To understand this, Torres notes that there are different types of human extinction
that our species could undergo. The most relevant are what they call “terminal” and “final”
extinction. Terminal extinction would occur if and only if our species were to disappear
entirely and forever. Final extinction would occur if and only if our species were to
disappear entirely and forever without leaving behind any successors. The latter subsumes
the former while adding an additional condition. Final extinction thus entails terminal
extinction, but not vice versa.



This yields two kinds of pro-extinctionism: one specifically aims to bring about final
extinction. This is what the aforementioned philosophical pessimists (e.g., Eduard von
Hartmann), radical environmentalists (e.g., the Voluntary Human Extinction Movement),
and negative utilitarians (e.g., Efilists) strive to bring about through means like antinatalism
(refusing to have children) or omnicide (the murder of all people).231 The other specifically
aims for terminal extinction without final extinction. For example, if our species were to
create posthuman successors that replace us such that Homo sapiens ceases to be, we will
have undergone terminal but not final extinction. This is precisely where this kind of pro-
extinctionism overlaps with digital eugenics—the eugenics of transhumanism—since the
goal of terminal extinction would coincide with the emergence of a “superior” new species
of posthuman entities.232 In other words, the form that eugenics takes in the TESCREAL
bundle is pro-extinctionism.

Here are some examples of pro-extinctionist thought within the broad TESCREAL
movement. We begin with Hans Moravec, a keynote speaker at the Extropy Institute’s first
EXTRO conference who has influenced the development of TESCREALism. In 1988, he
described himself as “an author who cheerfully concludes that the human race is in its last
century, and goes on to suggest how to help the process along.”233 Larry Page, cofounder of
Google, which acquired DeepMind in 2014, asserts that “digital life is the natural and
desirable next step in ... cosmic evolution and that if we let digital minds be free rather than
try to stop or enslave them, the outcome is almost certain to be good.”234 Derek Shiller, a
researcher at Rethink Priorities, funded by Jaan Tallinn and OpenPhil, writes that

it is plausible that in the not-too-distant future, we will be able to create
artificially intelligent creatures with whatever physical and psychological
traits we choose. Granted this assumption, it is argued that we should
engineer our extinction so that our planet’s resources can be devoted to
making artificial creatures with better lives.235

Yudkowsky reports that he is worried not “about being replaced by a better organism,” only
that the organism replacing us might not “be better.”23¢ In other words, he would not object
to a posthuman species replacing humanity so long as it is superior (which is precisely the
constraint imposed by digital eugenics). Elsewhere, he declares:

If sacrificing all of humanity were the only way, and a reliable way, to get ...
god-like things out there—superintelligences who still care about each other,
who are still aware of the world and having fun—I would ultimately make
that trade-off.237

We are not currently faced with this trade-off, he adds. But if we were, he would sacrifice
our species for the sake of Al. These remarks are from an interview conducted by the
Founder of Emerj Artificial Intelligence Research, Daniel Faggella, who holds a similar view.
He argues that “the great (and ultimately, only) moral aim of artificial general intelligence
should be the creation of [a] Worthy Successor—an entity with more capability,
intelligence, ability to survive and ... moral value than all of humanity.” In another
document, he defines “Worthy Successor” as “a posthuman intelligence so capable and
morally valuable that you would gladly prefer that it (not humanity) control the



government, and determine the future path of life itself.”238 Of note is that Faggella hosted
an event in 2025 at a San Fransisco mansion. The event was titled “Worthy Successor: Al
and the Future after Humankind.”239 It reportedly included “a star-studded guest list,”
including “team members from OpenAl, Anthropic, DeepMind, and other AGI labs, along
with AGI safety organization founders, and multiple Al unicorn founders.”240 Some of these
guests wore shirts saying “Kurzweil was right” and “Does this help us get to safe AGI?"241

Hence, this form of pro-extinctionism is not a fringe view within the TESCREAL
movement, or within Silicon Valley more generally. Jaron Lanier confirms this in reporting
that “a lot” of the people in Al “believe that it would be good to wipe out people and that the
Al future would be a better one.” “Just the other day,” he continues,

[ was at a lunch in Palo Alto and there were some young Al scientists there
who were saying that they would never have a “bio baby” because as soon as
you have a “bio baby,” you get the “mind virus” of the [biological] world. And
when you have the mind virus, you become committed to your human baby.
But it’s much more important to be committed to the Al of the future. And so
to have human babies is fundamentally unethical.242

But this introduces a puzzle, since many of the loudest voices calling for efforts to avert
human extinction arise from the TESCREAL community. How does this fit with their pro-
extinctionist stance? There are two answers: the first is that while most people likely
understand “human extinction” to mean terminal extinction, TESCREALists understand it to
mean final extinction. Hence, they are advocating for us to avoid final rather than terminal
extinction. Second, TESCREALIists often define “human” or “humanity” in an idiosyncratic
manner, as denoting both our species and whatever successors we might have, so long as
they possess properties like consciousness, sentience, moral status, etc.243 This more
expansive definition implies that Homo sapiens could die out next year without “human
extinction” having occurred. So long as we are replaced by successors with the right
properties, then “humanity” will persist. Hence, when they talk about the survival of
humanity, they do not mean the survival of our species; our survival matters only insofar as
it is necessary to create posthuman successors. Confusingly, posthumanity would count as
“humanity” on this expanded definition; that is, if posthumans possess the right properties,
they would also be “humans.”244

Some leading TESCREALists do not explicitly endorse the pro-extinctionism of
digital eugenics. Yet most are nonetheless indifferent to our survival once posthumanity
arrives. Torres calls this view extinction neutralism, citing Toby Ord as an example. Nowhere
does Ord outright declare that Homo sapiens should vanish entirely, though he does write
that “rising to our full potential for flourishing would likely involve us being transformed
into something beyond the humanity of today.”245 In other words, he contends that
humanity must create or become a new posthuman species.

Torres argues that extinction neutralism is likely indistinguishable from pro-
extinctionism with respect to its practical consequences.24¢ If we create a world that is
ruled and run by posthumanity, why exactly would they keep us around? After all, as Shiller
points out,



our resources are finite, and the same resources that might allow human
beings to live—effort, land, energy, raw materials—could be more effectively
spent on creating and sustaining artificial creatures. When that becomes the
case, the beneficent thing to do is to choose that our children be artificial,
rather than natural.247

After this, our species would fade away, thereby freeing up resources for our posthuman
successors. These successors would have every reason to phase out humanity, and hence
extinction neutralism seems to have pro-extinctionist implications in practice.

Torres thus argues that “nearly all TESCREALists fall somewhere on the spectrum
between extinction neutralism and outright pro-extinctionism.”248 In both cases, the
survival of our species in a posthuman “utopia” does not seem probable.

6. Conclusion

This article has outlined the TESCREAL ideologies, tracing their origins back to the
20th-century eugenics movement. We discussed the relationship between each ideology,
and the reasons that Gebru and Torres defend the “strong” TESCREAL thesis. We then
turned to some criticisms of the TESCREAL movement, which foregrounded questions
about the feasibility of “safe” AGI, the dangerous of utopian-utilitarian reasoning, and the
extent to which most of humanity, and our species itself, would survive in a posthuman
world.

Finally, it is worth noting that many other scholars have converged upon similar
ideas to those outlined by Gebru and Torres. Terms like “The Mindset” (from Douglas
Rushkoff249), “technoeugenics” (from Anita Say Chan250), the “ideology of technological
salvation” (from Adam Becker251), and “The Nerd Reich” (from Gil Duranz52) all point to
similar cultural phenomena: a broadly libertarian cluster of movements in the tech world
that advocate a eugenic vision of cosmic utopia through the development of advanced
technologies like AGI. The next step for scholars should be to unify and further develop this
nascent literature, a task of some urgency given the resources being poured into the AGI
race, amounting to an estimated $1.5 trillion dollars thus farz53—money that could have
been more wisely spent on tackling climate change, eliminating global poverty, and
ensuring a positive future for all.
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