
If	Arti(icial	Superintelligence	Were	to	Cause	Our	Extinction,	Would	That	Be	So	Bad?	

Abstract:	This	article	examines	whether	human	extinction	brought	about	by	a	“value-mis-
aligned”	arti;icial	superintelligence	(ASI)	would	be	bad,	and	for	what	reasons.	The	question,	
I	contend,	is	deceptively	complex.	I	proceed	by	outlining	the	three	main	positions	within	
Existential	Ethics,	i.e.,	the	study	of	the	ethical	and	evaluative	implications	of	human	extinc-
tion.	These	are	equivalence	views,	further-loss	views,	and	pro-extinctionist	views.	I	then	show	
how	exponents	of	each	view	would	evaluate	a	scenario	in	which	humanity	goes	extinct	due	
to	ASI.	Although	there	are	some	points	of	agreement,	these	three	positions	diverge	in	signi;-
icant	ways,	most	of	which	have	not	been	adequately	explored	in	the	philosophical	litera-
ture.	

1.	Introduction	

	 Some	theorists	argue	that	arti;icial	superintelligence	(ASI)	could	cause	our	extinc-
tion.	Toby	Ord	estimates	a	~1-in-10	chance	of	“unaligned	arti;icial	intelligence”	causing	an	
existential	catastrophe	within	the	next	100	years,	where	one	type	of	existential	catastrophe	
is	human	extinction	(Ord	2020,	ch.	6). 	Eliezer	Yudkowsky	puts	the	probability	of	annihila1 -
tion	much	higher,	at	around	99%	(PauseAI	2024).	In	a	recent	article	for	Time	magazine,	he	
argued	that	“the	most	likely	result	of	building	a	superhumanly	smart	AI,	under	anything	
remotely	like	the	current	circumstances,	is	that	literally	everyone	on	Earth	will	die”	(Yud-
kowsky	2023).	
	 Many	leading	;igures	within	the	ongoing	race	to	build	ASI	also	admit	that	extinction	
is	a	possible	outcome.	Sam	Altman	wrote	in	2015	that	the	“development	of	superhuman	
machine	intelligence	is	probably	the	greatest	threat	to	the	continued	existence	of	humani-
ty”	(Altman	2015).	During	an	interview	that	same	year,	he	declared	that	advanced	“AI	will	…	
most	likely	sort	of	lead	to	the	end	of	the	world,	but	in	the	meantime	there	will	be	great	
companies	created	with	serious	machine	learning”	(Curtis	and	Altman	2015).	I	have	cata-
logued	similar	statements	from	notable	AI	theorists	elsewhere	(see	Redacted).	
	 The	question	of	this	paper	is:	if	ASI	were	to	kill	everyone	on	Earth,	would	that	be	so	
bad?	The	answer	might	seem	obvious:	of	course	the	mass	murder	of	everyone	on	Earth	
would	be	very	bad!	Only	misanthropic	ghouls	and	deranged	sadists	would	suggest	other-
wise.	Yet	among	those	who	would	answer	af;irmatively,	there	is	considerable	disagreement	
about	why	exactly	an	ASI	extinction	event	would	be	bad	(or	wrong).	The	present	paper	aims	
to	explore	these	disagreements	and,	in	the	process,	provide	some	conceptual	clarity	to	this	
deceptively	complex	issue,	which	lies	at	the	heart	of	what	I	call	“Existential	Ethics,”	i.e.,	the	
study	of	the	ethical	and	evaluative	implications	of	human	extinction.	
	 This	is	a	topic	that,	in	my	view,	bioethicists	have	not	adequately	examined.	On	the	
one	hand,	what	if	the	creation	of	superintelligent	computers	really	does	pose	a	threat	to	our	
collective	survival?	Shouldn’t	we	have	a	clear	and	compelling	answer	to	why	our	disappear-
ance	would	be	bad	or	wrong—or	perhaps	good	and	right?	My	view	is	that,	at	present,	
philosophers	lack	a	robust	theoretical	framework	for	providing	nuanced	answers	to	this	
question.	On	the	other	hand,	I	would	contend	that	questions	about	whether	human	extinc-
tion	would	be	right	or	wrong,	good	or	bad,	better	or	worse	;its	rather	naturally	into	the	sub-
;ield	of	bioethics,	given	that	the	overwhelming	source	of	extinction	risk	today	ostensibly	
stems	from	advanced	technologies	(e.g.,	synthetic	biology,	nuclear	weapons,	and	possibly	
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ASI)	rather	than	natural	phenomena	(e.g.,	asteroids,	volcanic	supereruptions,	gamma-ray	
bursts,	etc.).	A	modest	aim	of	this	paper	is	to	encourage	more	vigorous	debate	about	this	
topic	among	bioethicists,	and	to	do	this	by	applying	the	theoretical	framework	that	I	have	
developed	elsewhere	to	the	particular	case	of	ASI	(see	Redacted).	In	previous	publications,	I	
have	delineated	this	framework	in	abstract	terms;	this	study	utilizes	that	framework	to	ana-
lyze	the	supposed	threat	posed	by	superintelligence	in	more	concrete	detail.	
	 We	will	proceed	as	follows:	section	2	outlines	the	three	main	positions	within	Exis-
tential	Ethics.	Section	3	examines	why	human	extinction	caused	by	ASI	might	be	bad—or	
perhaps	good—from	the	perspective	of	these	three	positions.	The	;inal	section	then	con-
cludes	the	paper.	

2.	Three	Main	Positions	Within	Existential	Ethics	

	 Imagine	that	we	build	a	human-level	AI	that	recursively	self-improves	to	become	an	
ASI.	The	information	processing	speed	of	this	ASI	would	be	millions	of	times	faster	than	the	
processing	speed	of	the	human	brain,	such	that	the	outside	world—including	all	human	af-
fairs—would	appear	to	be	nearly	frozen.	The	act	of	someone	reaching	down	to	unplug	the	
ASI	would,	from	its	subjective	perspective,	take	centuries,	thus	giving	the	ASI	plenty	of	time	
to	devise	ways	of	preventing	this	from	happening.	Furthermore,	the	ASI	might	be	qualita-
tively	more	“intelligent”	than	us,	perhaps	in	the	sense	that	it	has	access	to	concepts	that	the	
evolutionary	patchwork	of	mechanisms	in	our	brains	are	incapable	of	generating,	just	as	a	
our	canine	companions	are	unable	to	grasp	the	concepts	of	a	nuclear	chain	reaction	and	the	
stock	market	no	matter	how	well-trained	or	clever	they	may	be.	
	 Given	the	“instrumental	convergence	thesis,”	i.e.,	the	claim	that	a	wide	range	of	;inal	
goals	imply	a	;inite	set	of	intermediate	goals	like	intelligence	augmentation,	self-preserva-
tion,	and	resource	acquisition	(Bostrom	2014),	the	ASI	then	proceeds	to	invent	a	novel	;ield	
of	advanced	physics	that	enables	it	to	manipulate	the	world	in	ways	that	we	cannot	in	prin-
ciple	understand—that	is	to	say,	we	are	“cognitively	closed”	to	the	nature	of	such	manipula-
tions. 	For	reasons	that	will	forever	remain	mysterious	to	us,	this	results	in	the	death	of	2

everyone	on	Earth	over	the	course	of	a	week.	The	ASI	then	harvests	the	atoms	contained	in	
our	bodies	in	pursuit	of	its	;inal	goals,	whatever	they	happen	to	be	(Bostrom	2014).	I	am	
not	endorsing	this	scenario	or	the	arguments	behind	it.	Indeed,	I	am	quite	skeptical	of	the	
“AI	doomer”	stance	for	reasons	that	I	and	other	scholars	have	articulated	(see	Häggström	
2019;	Thorstad	2024;	Redacted;	Becker	2025).	The	point	is	merely	to	investigate	the	ethical	
implications	of	this	scenario	happening,	assuming	that	it	is	possible	and	probable. 	3
	 The	most	obvious	reason	that	this	scenario	would	be	bad	is	that	it	would	cause	
widespread	suffering	and	cut	short	the	lives	of	everyone	living	at	the	time.	Since	nearly	
everyone	would	agree	that	this	would	be	bad—including	most	people	who	advocate	for	our	
extinction,	as	discussed	below—let’s	call	it	the	“consensus	view.” 	We	can	formalize	it	as	4

follows:	

Consensus	view:	human	extinction	would	be	bad	at	least	insofar	as	it	would	
cause	human	suffering	and/or	involuntary	premature	death.	

The	three	main	positions	within	Existential	Ethics	build	upon	and/or	are	compatible	with	
the	consensus	view.	I	call	these	positions	equivalence	views,	further-loss	views,	and	pro-ex-
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tinctionist	views.	To	understand	their	differences,	it	is	crucial	to	differentiate	between	two	
distinct	stages	of	human	extinction:	;irst,	the	process	or	event	of	Going	Extinct,	and	second,	
the	subsequent	state	or	condition	of	Being	Extinct	(see	;igure	1). 	This	is	roughly	analogous	5

to	the	distinction	between	dying	and	being	dead,	which	is	commonly	made	in	the	literature	
on	death	(see	Luper	2021,	sect.	2.1).	One	might	fear	the	pain	of	dying	but	experience	no	
feelings	of	dread	about	no	longer	existing.	Or,	one	might	fret	about	both—i.e.,	even	if	dying	
were	painless,	one	might	still	;ind	the	thought	of	no	longer	existing	to	be	dreadful.	

	 This	parallels	some	of	the	central	differences	between	equivalence	and	further-loss	
views.	Equivalence	views	state	that	the	consensus	view	is	the	whole	story—full	stop.	
Whereas	the	consensus	view	states	that	human	extinction	would	be	bad	at	least	insofar	as	it	
causes	suffering	and/or	premature	deaths,	equivalence	views	assert	that	it	would	be	bad	
only	insofar	as	it	causes	these	things.	Put	differently,	the	badness	of	human	extinction	is	en-
tirely	reducible	to	the	details	of	Going	Extinct.	This	is	why	I	call	them	“equivalence”	views:	
the	badness	of	human	extinction	is	equivalent	to	the	badness	of	Going	Extinct,	end	of	story.	
Hence,	if	Going	Extinct	involves	lots	of	suffering	and	premature	death,	then	our	extinction	
would	be	bad.	If	Going	Extinct	doesn’t	involve	any	suffering	or	death,	then	it	wouldn’t	be.	
	 A	key	feature	of	equivalence	views	is	that	they	see	Being	Extinct	as	morally	and/or	
evaluatively	irrelevant.	This	has	the	interesting	implication	that	human	extinction	does	not	
pose	any	unique	moral	problem:	everything	that	one	might	say	about	the	badness	of	our	
extinction	can	be	said	without	any	reference	to	extinction	at	all,	using	our	ordinary	moral	
concepts	and	vocabulary	(Redacted).	For	example,	if	humanity	were	to	go	extinct	because	of	
a	global	catastrophe,	then	this	would	be	bad	as	a	function	of	how	much	suffering	and	death	
it	causes.	“Extinction,”	in	this	context,	is	just	the	word	we	use	to	identify	the	upper	limit	of	
human	casualties;	it	picks	out	the	worst	possible	catastrophe	because	this	catastrophe	
would	have	the	highest	possible	body	count	(Redacted).	However,	if	everyone	around	the	
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world	were	to	voluntarily	decide	not	to	have	children,	the	disappearance	of	our	species	
would	not	be	bad	at	all,	because	there	is	nothing	obviously	bad	about	people	voluntarily	
deciding	not	to	procreate.	“Extinction,”	with	respect	to	this	alternative	scenario,	is	just	what	
happens	when	enough	people	around	the	world	choose	to	be	childless. 	6
	 Equivalence	views	can	take	both	evaluative	and	deontic	forms.	Some	ethical	theories	
combine	these	two,	such	as	Jan	Narveson’s	person-affecting	total	utilitarianism.	On	this	
view,	the	deontic	(what	we	ought	to	do)	is	based	on	the	evaluative	(what	is	good	or	bad),	
and	according	to	Narveson	there	would	be	nothing	bad	about	people	voluntarily	deciding	
not	to	have	children,	even	if	this	were	to	mean	the	eventual	extinction	of	our	species.	Hence,	
he	concludes	that	we	have	no	moral	obligation	to	ensure	the	perpetuation	of	humanity	
(Narveson	1967).	An	example	of	a	deontic	equivalence	view	is	Scanlonian	contractualism,	
according	to	which	(roughly)	moral	rightness	and	wrongness	come	down	to	whether	an	act	
violates	a	principle	that	cannot	be	reasonably	rejected.	As	Elizabeth	Finneron-Burns	ob-
serves,	this	implies	that	“if	a	principle	permitting	or	allowing	extinction	had	no	involuntary	
negative	impacts	on	current	people’s	interests,	it	would	not	be	rejectable,	and	the	resulting	
extinction	would	not	be	wrong”	(Finneron-Burns	2017).	For	the	sake	of	simplicity,	I	will	fo-
cus	primarily	on	evaluative	questions	in	this	paper—that	is,	“Would	human	extinction	
caused	by	ASI	be	good	or	bad”	rather	than	“Would	this	extinction	scenario	be	right	or	
wrong.”	
	 In	contrast	to	equivalence	views,	further-loss	views	identify	both	Going	Extinct	and	
Being	Extinct	as	possible	sources	of	badness.	Advocates	would	thus	argue	that	the	details	of	
Going	Extinct	do	not	exhaust	normative	assessments	of	human	extinction:	one	must	also	
examine	various	“further	losses”	associated	with	the	state	or	condition	of	Being	Extinct.	
Such	theorists	would	argue	that	human	extinction,	therefore,	does	introduce	a	unique	moral	
problem,	since	extinction	is	different	in	kind	rather	than	degree	from	non-extinction	sce-
narios.	(Equivalence	theorists	like	myself	would	say	the	difference	is	only	one	of	degree.)	
This	idea	was	famously	popularized	by	Derek	Par;it’s	contention	that	the	difference	be-
tween	99%	and	100%	of	humanity	dying	off	isn’t	merely	one	percentage	point.	The	extra	
percentage	entails	the	permanent	loss	of	all	future	goods	and	value,	and	hence	the	differ-
ence	between,	as	he	puts	it,	“peace”	and	99%	of	humanity	dying	off	is	much	smaller	than	the	
difference	between	99%	and	100%	of	humanity	disappearing	(Par;it	1984).	
	 We	can	illustrate	the	differences	between	further-loss	and	equivalence	views	via	;ig-
ure	2	below.	Imagine	a	catastrophe	that,	over	the	course	of	a	week,	causes	more	and	more	
people	to	perish.	Assuming	a	linear	aggregative	function,	as	more	deaths	occur	(x	axis),	the	
badness	of	the	catastrophe	rises	in	proportion	(y	axis).	However,	equivalence	theorists	
would	say	that	once	the	critical	moral	threshold	of	100%	is	reached,	the	badness	of	the	sit-
uation	plateaus.	One	reason	might	be	that,	if	there	were	no	one	around	to	suffer	the	nonex-
istence	of	humanity,	then	no	one	would	be	harmed,	and	if	no	one	is	harmed,	then	there	can	
be	nothing	bad	(or	wrong)	about	Being	Extinct.	
	 In	stark	contrast,	further-loss	theorists	would	argue	that	the	badness	of	the	scenario	
suddenly	rises	once	the	critical	moral	threshold	is	reached,	as	indicated	by	the	vertical	ar-
row.	How	high	this	arrow	extends	will	depend	on	how	large	one	judges	the	attendant	losses	
or	opportunity	costs	to	be.	If	one	believes	the	losses	are	moderate,	then	the	arrow	will	only	
extend,	say,	a	few	inches	above	the	threshold	of	100%.	If	one	believes,	as	Par;it	does,	that	
the	losses	are	enormous,	then	one	might	extend	this	arrow	thousands	of	feet	or	even	miles	
above	the	threshold,	holding	;ixed	the	size	of	the	diagram	as	presented	in	this	article.	
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	 There	are	many	types	of	further-loss	views.	Perhaps	the	most	obvious	is	an	imper-
sonalist	(vs.	person-affecting)	interpretation	of	total	utilitarianism,	which	I	will	refer	to	as	
“totalist	utilitarianism.”	This	theory	instructs	us	to	maximize	the	total	amount	of	value	in	
the	universe	across	space	and	time—that	is,	to	make	as	many	new	“happy	people”	as	possi-
ble,	as	people	are	the	substrates	or	“containers”	of	value,	so	the	more	people	with	net-posi-
tive	lives,	the	more	total	value.	The	axiological	component	of	totalist	utilitarianism	is	called	
the	“Total	View,”	according	to	which	one	state	of	affairs	is	better	than	another	if	and	only	if	
it	contains	more	total	aggregate	value	(see	Greaves	2017).	As	so-called	“longtermists”	sym-
pathetic	with	totalist	utilitarianism	have	observed,	if	we	spread	beyond	Earth	and	create	
digital	people	living	in	vast	computer	simulations	running	on	“planet-sized”	computers	
powered	by	Dyson	spheres,	there	could	be	10^45	people	per	century	in	the	Milky	Way	gal-
axy,	and	at	least	10^58	in	the	universe	as	a	whole	(Bostrom	2003,	2014;	Newberry	2021).	If	
such	people	were	to	have	“worthwhile”	lives	on	average,	then	these	numbers	correspond	to	
quite	literally	“astronomical”	amounts	of	future	value—all	of	which	would	be	lost	if	human-
ity	were	to	go	extinct.	This	is	the	enormous	opportunity	cost	of	dying	out.	
	 Another	further-loss	theory	is	transhumanism.	Transhumanists—some	of	whom	are	
also	longtermists—would	say	that	one	reason	human	extinction	would	be	very	bad	is	that	it	
would	prevent	us	from	transforming	ourselves	into	immortal,	superintelligent	“posthu-
mans”	with	sensory	modalities	like	echolocation	and	so	much	pleasure	that	we	would	
“sprinkle	it	in	our	tea”	(Ord	2020,	ch.	8;	Bostrom	2008,	2020).	If	humanity	were	to	die	out,	
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we	would	forever	lose	this	techno-utopian	future	of	“surpassing	bliss	and	delight”	(Bostrom	
2020).	
	 Those	who	embrace	the	“un;inished	business	argument”	would	say	that	Being	Ex-
tinct	is	a	source	of	badness	because	it	would	preclude	us	from	;inishing	certain	important	
transgenerational	projects	like	constructing	a	complete	scienti;ic	theory	of	the	universe	
(see,	e.g.,	Bennett	1978;	Tonn	2009).	Some	also	defend	the	“argument	from	cosmic	signi;i-
cance,”	according	to	which	Being	Extinct	would	be	bad	because	it	would	remove	“the	only	
moral	agents	that	will	ever	arise	in	our	universe—the	only	beings	capable	of	making	choic-
es	on	the	grounds	of	what	is	right	and	wrong,”	assuming	that	we	are	cosmically	alone	(Ord	
2020).	A	similar	view	comes	from	Hans	Jonas,	who	contends	that	human	beings,	by	virtue	
of	our	ontological	capacities	for	freedom,	are	the	only	creatures	that	we	know	of	with	the	
ability	to	take	moral	responsibility	for	their	actions.	Consequently,	we	are	“the	foothold	for	
a	moral	universe	in	the	physical	world,”	meaning	that	if	we	were	to	disappear,	so	would	the	
moral	universe.	Jonas	considers	this	to	be	extremely	bad,	and	thus	concludes	that	we	
should	act	in	accordance	with	a	new	deontological	“imperative,”	which	he	delineates	as	fol-
lows:	“Act	so	that	the	effects	of	your	action	are	not	destructive	of	the	future	possibility	of	
such	life”	(Jonas	1979).	These	are	all	further-loss	views.	
	 A	crucial	difference	between	equivalence	and	further-loss	views	is	this:	since	the	lat-
ter	identify	Being	Extinct	as	an	additional	source	of	badness,	advocates	would	argue	that	
even	if	there	is	nothing	bad	(or	wrong)	about	Going	Extinct,	there	may	still	be	something	
very	bad	(or	wrong)	about	our	extinction.	The	totalist	utilitarian	Henry	Sidgwick	was	likely	
the	;irst	to	explicitly	note	this	implication.	In	his	tome	The	Methods	of	Ethics,	he	argued	that,	
while	there	is	nothing	obviously	bad	or	wrong	about	celibacy,	“a	universal	refusal	to	propa-
gate	the	human	species	would	be	the	greatest	of	conceivable	crimes”	(Sidgwick	1874).	For	
further-loss	theorists,	evaluating	extinction	is	thus	a	two-step	process:	one	must	examine	
both	the	details	of	Going	Extinct	and	the	various	further	losses	or	opportunity	costs	associ-
ated	with	Being	Extinct.	In	contrast,	equivalence	theorists	see	it	as	a	single-step	process:	
one	need	only	examine	the	details	of	Going	Extinct.	
	 The	;inal	major	position	within	Existential	Ethics	is	what	I	call	pro-extinctionism.	
This,	too,	has	many	different	versions	(Redacted),	but	the	most	signi;icant	and	in;luential	
variants	merely	state	that	Being	Extinct	would	be	better	than	Being	Extant,	or	continuing	to	
exist.	The	vast	majority	of	pro-extinctionists	accept	the	consensus	view,	so	far	as	I	can	tell.	
Indeed,	many	explicitly	forbid	any	method	of	bringing	about	our	extinction	that	would	
cause	human	suffering,	cut	lives	short,	violate	rights	or	autonomy,	and	so	on.	The	pro-ex-
tinctionist	David	Benatar,	for	example,	distinguishes	between	a	“killing-extinction”	and	a	
“dying-extinction.”	Roughly	speaking,	the	former	is	involuntary	whereas	the	latter	is	not.	He	
argues	that	the	only	morally	acceptable	means	of	bringing	about	our	extinction	is	through	a	
dying-extinction—speci;ically,	via	antinatalism	(Benatar	2006,	ch.	6;	Redacted).	
	 Other	pro-extinctionists,	such	as	the	German	pessimist	Philipp	Mainländer,	identify	
several	methods	as	morally	acceptable.	Mainländer	argued	that	we	should	universally	
refuse	to	have	children,	and	some	may	also	choose	to	commit	suicide,	as	he	did	at	the	age	of	
34	after	publishing	his	magnum	opus	(Beiser	2016,	ch.	9). 	Almost	no	pro-extinctionists	7

have	advocated	for	omnicide,	or	the	“murder	of	everyone”	(see	Redacted),	but	there	are	ex-
ceptions.	For	instance,	the	Gaia	Liberation	Front	argues	that	our	species	is	a	“cancer”	on	the	
biosphere,	and	hence	that	our	collective	nonexistence	would	be	best	because	there	would	
be	no	more	human-caused	environmental	destruction.	They	further	urge	a	lone	wolf	or	
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small	group	of	radicals	to	unilaterally	exterminate	humanity	by	synthesizing	multiple	de-
signer	pathogens	to	be	released	in	waves,	thereby	ensuring	that	no	one	survives	(GLF	1994;	
Redacted). 	8
	 With	respect	to	;igure	2	above,	most	pro-extinctionists	would	agree	that	the	more	
people	who	perish	in	a	catastrophe,	the	worse	the	scenario	becomes.	(Fringe	groups	like	
the	Gaia	Liberation	Front	might	disagree,	but	they	are	not	representative	of	pro-extinction-
ist	views	in	general.)	However,	all	pro-extinctionists	would	say	that,	once	the	catastrophe	
reaches	the	critical	moral	threshold	of	100%	of	the	population	dying,	the	badness	of	the	
situation	will	neither	plateau	nor	suddenly	become	worse,	but	will	instead	become	better.	
While	some	advocates	of	this	view,	like	Simon	Knutsson,	would	argue	that	Being	Extinct	
may	still	be	very	bad	(as	“better”	does	not	imply	“good”),	others	such	as	Benatar	would	ap-
parently	claim	that	it	would	indeed	be	good	(Knutsson	2023;	Benatar	2006;	Redacted). 	9
The	reason	is	that,	according	to	Benatar,	existence	involves	pleasures	and	pains,	which	are	
good	and	bad,	whereas	nonexistence	involves	neither	pleasures	nor	pains,	which	is	not-bad	
and	good.	Since	Being	Extant	is	a	good/bad	situation,	while	Being	Extinct	would	be	a	not-
bad/good	situation,	the	latter	is	not	only	better	than	the	former	but	positively	good	(see	Be-
natar	2006,	ch.	2).	The	Gaia	Liberation	Front	would	presumably	concur,	but	for	speci;ically	
environmental	reasons.	

3.	Why	Would	ASI	Killing	Everyone	Be	Bad?	

	 Having	outlined	the	three	main	views	within	Existential	Ethics,	we	are	now	in	a	posi-
tion	to	examine	the	main	question	of	this	paper:	why	exactly	would	an	ASI	killing	everyone	
on	Earth	be	bad?	Let’s	consider	this	from	the	perspective	of	these	three	views.	
	 3.1	Equivalence	views.	We	presented	one	extinction	scenario	involving	ASI	at	the	be-
ginning	of	section	2,	but	there	are	other	possibilities.	Imagine	that	an	ASI	possesses	what	
some	call	a	“superpower”	of	“social	manipulation”	(Bostrom	2014,	ch.	8).	Let’s	say	that	the	
ASI	uses	this	“superpower”	to	convince	everyone	around	the	world	that	Benatar’s	axiologi-
cal	asymmetry	is	true,	and	hence	that	birth	is	always	a	net	harm	and	procreation	is	morally	
wrong. 	Consequently,	people	decide	not	to	have	children	and,	over	the	course	of	120	10

years,	our	species	fades	out	of	existence.	This	is	an	unlikely	path	to	extinction,	but	it	is	not	
impossible.	
	 A	slightly	more	plausible	scenario	might	involve	the	ASI	attacking	humanity	with	
lethal	drones	or	synthetic	pathogens,	while	in;iltrating	and	undermining	key	;inancial,	eco-
nomic,	agricultural,	and	governmental	infrastructure.	The	resulting	mass	death	and	cascad-
ing	system	failures	could	be	suf;icient	to	expunge	our	species.	Or,	given	that	ASI	would	sup-
posedly	be	“God-like”	(effectively	omniscient	and	omnipotent),	it	might	devise	a	method	of	
killing	everyone	instantaneously,	perhaps	without	any	physical	or	psychological	suffering	at	
all—or	any	prior	warning	of	our	impending	annihilation	(see	Redacted).	
	 Since	equivalence	views	claim	that	the	consensus	view	is	the	entire	story,	the	details	
of	Going	Extinct	are	paramount.	If	the	ASI	were	to	persuade	humanity	not	to	procreate	
through	genuinely	good	philosophical	arguments—if	people	were	to	universally	refrain	
from	baby-making	in	a	non-coerced	manner—then	equivalence	theorists	would	presum-
ably	have	no	objection	to	human	extinction	in	this	way.	Since	there	would	be	nothing	bad	
about	Going	Extinct,	there	would	be	nothing	bad	about	our	extinction,	full	stop.	
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	 However,	if	the	ASI	were	to	exterminate	humanity	through	an	involuntary,	violent	
means,	causing	immense	suffering	and	cutting	the	lives	of	more	than	8	billion	people	short,	
then	our	extinction	would	be	very	bad	indeed.	Once	again,	the	badness	of	human	extinction	
can	be	articulated	using	ordinary	moral	concepts	and	language,	without	any	reference	at	all	
to	extinction	itself:	since	catastrophes	are	bad,	an	extinction-causing	catastrophe	would	
also	be	bad—indeed,	the	worst-possible	catastrophe	given	that	it	would	entail	the	maxi-
mum	number	of	casualties.	
	 As	for	instantaneous	extinction,	the	equivalence	theorists’	assessment	may	depend	
on	whether	they	hold	an	Epicurean	or	anti-Epicurean	view	of	death.	If	one	is	an	anti-Epi-
curean,	then	one	will	argue	that	instantaneous	annihilation	involving	no	physical	or	psycho-
logical	suffering	would	nonetheless	be	very	bad	because	death	can	still	harm	the	one	who	
dies.	
	 Some	equivalence	theorists	will	add	that	it	is	worth	pausing	to	re;lect	on	just	how	
bad	an	extinction-causing	catastrophe	could	be.	One	of	the	;irst	philosophers	to	draw	atten-
tion	to	this	was	Günther	Anders,	who	has	been	described	as	“our	most	salient	theorist	of	
omnicide”	(Dawsey	2016). 	Utilizing	original	concepts	like	the	Promethean	gap	and	Invert11 -
ed	Utopianism,	he	argued	that	we	are	constitutionally	incapable	of	properly	responding—
intellectually,	psychologically,	and	emotionally—to	the	enormity	of	human	extinction	from	a	
global	catastrophe.	The	suffering	and	loss	of	life	that	such	an	event	would	cause	is	simply	
too	great	for	us	to	imagine	(see	Anders	1962).	
	 This	insight	dovetails	with	better-known	cognitive	biases	like	scope	neglect	and	psy-
chic	numbing,	the	latter	of	which	refers	to	our	dwindling	ability	to	feel	empathy	for	victims	
in	a	tragedy	as	the	number	of	victims	increases	(Slovic	2007).	The	difference	between	3	and	
4	deaths	in	a	murder	spree	feels	much	different	than	the	difference	between	1,984,723	and	
1,984,724	deaths	in	a	war,	even	though	each	number	in	these	pairs	is	separated	by	the	
same	amount:	a	single	death.	One	way	to	wrap	one’s	head	around	big	numbers	is	to	decom-
pose	them	into	smaller	sums—call	this	the	“decomposition	method”	for	mitigating	the	ef-
fect	of	the	relevant	cognitive	distortions.	Consider	a	con;lict	that	kills	1	million	people.	Most	
of	us	“know”	that	this	is	a	very	large	number,	yet	it	does	not	hit	us	in	the	moral	gut	the	way	
it	ought	to.	However,	if	one	rewrites	“1	million	deaths”	as	“100,000	deaths,	plus	100,000	
deaths,	plus	100,000	deaths,	plus	100,000	deaths,	plus	100,000	deaths,	plus	100,000	
deaths,	plus	100,000	deaths,	plus	100,000	deaths,	plus	100,000	deaths,	plus	another	
100,000	deaths,”	the	number	of	fatalities	suddenly	registers	as	much	worse.	One	could	con-
tinue	breaking	down	these	numbers	until	an	entire	page	or	book	has	been	;illed	up	(see	
Redacted).	
	 The	point	is	that,	while	equivalence	theorists	do	not	see	Being	Extinct	as	a	source	of	
badness,	they	may	still	emphasize	that	Going	Extinct	due	to	a	global	catastrophe	would	be	
absolutely	horrendous.	The	terror	and	torment,	agony	and	anguish	of	dying	out	would	be	so	
immense	that	we	may	still	have	very	strong	reasons	to	do	everything	we	can	to	avoid	hu-
man	extinction.	This	is	the	position	that	I	hold:	I	am	an	equivalence	theorist	who	believes	in	
taking	measures	to	prevent	catastrophes,	especially	those	that	could	precipitate	our	extinc-
tion,	insofar	as	they	would	result	in	mass	suffering	and	death.	
	 Another	idea	relevant	to	evaluations	of	Going	Extinct	is	what	I	call	the	“no-ordinary-
catastrophe	thesis.”	This	states	that	there	may	be	extra	suffering	that	the	process	or	event	
of	Going	Extinct	in;licts	on	those	living	at	the	time—suffering	that	non-extinction-causing	
catastrophes	would	not	typically	induce.	In	dif;icult	times,	we	comfort	each	other	by	re-
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minding	ourselves	that	“It’s	not	the	end	of	the	world.”	But	if	it	is	the	end	of	the	world,	and	if	
people	are	aware	of	this,	these	reassurances	will	provide	no	relief	because	they	will	be	
false.	To	the	contrary,	knowing	that	the	world	is	about	to	end—that	the	entire	human	
species,	including	one’s	friends	and	family,	is	tumbling	into	the	eternal	grave—could	elicit	
inconsolable	feelings	of	hopelessness,	despair,	anxiety,	and	panic.	
	 This	is,	in	fact,	one	of	the	;irst	ideas	discussed	in	the	Existential	Ethics	literature,	dat-
ing	back	to	the	early	19th	century	(Redacted).	For	example,	it	is	a	prominent	theme	in	Mary	
Shelley’s	The	Last	Man,	which	depicts	the	trials	and	tribulations	of	the	;inal	generations,	
and	eventually	the	;inal	human,	during	a	global	pandemic.	The	“last	man,”	Lionel	Verney,	is	
distraught	in	part	because	of	his	crushing	loneliness	in	a	desolate	world	bereft	of	all	other	
humans	(Shelley	1826).	The	idea	was	later	foregrounded	by	the	likes	of	Ernest	Partridge	
(1981),	Jonathan	Schell	(1982),	Benatar	(2006),	and	Samuel	Schef;ler	(2013,	2018). 	Be12 -
natar,	for	instance,	argues	that	the	lives	of	the	;inal	generation	on	Earth	may	be	so	miser-
able	that	creating	some	new	people—in	violation	of	his	antinatalist	prescription—might	
actually	be	justi;ied.	He	calls	this	proposal	“phased	extinction”	(Benatar	2006,	ch.	6).	Along	
slightly	different	lines,	Schef;ler	echoes	Schell	and	Partridge	in	arguing	that	the	knowledge	
of	imminent	extinction	would	cause	many	of	us	to	collapse	into	despondency	and	become	
emotionally	detached	from	much	of	what	gives	our	lives	value	(Schef;ler	2018).	Extinction-
causing	catastrophes	are	not	like	other	catastrophes,	then:	they	are	the	end	of	all	new	be-
ginnings,	a	fact	that	could	induce	signi;icantly	more	harm	than	victims	would	have	experi-
enced	in	non-extinction	catastrophe	scenarios.	The	no-ordinary-catastrophe	thesis	is	thus	
also	germane	to	how	equivalence	theorists	might	assess	the	badness	of	Going	Extinct.	
	 In	sum:	according	to	equivalence	views,	an	ASI	causing	our	extinction	would	be	bad	
only	insofar	as	it	produces	human	suffering	and/or	cuts	lives	short.	The	more	suffering	this	
causes,	the	worse	our	extinction	would	be.	But	if	there	were	no	suffering	and	no	lives	cut	
short,	as	in	(seemingly	improbable)	scenarios	of	voluntary	human	extinction,	then	there	
would	be	nothing	bad	about	our	extinction.	Yet	many	equivalence	theorists,	including	my-
self,	would	also	underline	that	extinction	due	to	an	ASI-in;licted	global	catastrophe	would	
be	unimaginably	terrible.	On	the	one	hand,	cognitive	biases	like	scope	neglect	and	psychic	
numbing	impede	our	ability	to	comprehend	the	extraordinary	enormity	of	8	billion	people	
being	murdered.	On	the	other	hand,	the	process	or	event	of	Going	Extinct	could	introduce	
additional	forms	of	suffering	that	would	generally	not	occur	with	non-extinction	catastro-
phes,	as	described	by	the	no-ordinary-catastrophe	thesis.	This	analysis,	I	believe,	is	fairly	
representative	of	how	many	equivalence	theorists	would	evaluate	our	extinction	caused	by	
an	ASI.	
	 3.2	Further-loss	views.	The	;irst	point	to	foreground	in	discussing	further-loss	views	
is	that	many	advocates	de;ine	“humanity”	and	“human”	such	that	an	ASI	exterminating	our	
species,	Homo	sapiens,	might	not	entail	“human	extinction.”	For	example,	Nick	Bostrom	de-
;ines	“humanity”	as	“Earth-originating	intelligent	life”	(Bostrom	2013).	Since	ASI	would	sat-
isfy	the	conditions	of	being	an	intelligent	lifeform	and	having	originated	from	Earth,	it	
would	count	as	“humanity”	on	this	de;inition.	Now	consider	a	minimal	de;inition	of	“human	
extinction,”	as	follows:	

Minimal	deLinition:	Human	extinction	will	have	occurred	if	there	were	tokens	
of	the	type	“humanity”	at	some	time	T1,	but	no	tokens	of	this	type	at	some	
later	time	T2.	
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It	follows	from	the	Bostromian	and	minimal	de;initions	that	if	(i)	an	ASI	were	to	completely	
replace	our	species	by	destroying	us,	and	(ii)	this	ASI	were	to	survive,	then	“human	extinc-
tion”	would	not	have	occurred,	since	there	would	still	be	at	least	one	token	of	the	type	“hu-
manity.”	
	 Along	similar	lines,	Hilary	Greaves	and	William	MacAskill	write	that	“we	will	use	
‘human’	to	refer	both	to	Homo	sapiens	and	to	whatever	descendants	with	at	least	compara-
ble	moral	status	we	may	have,	even	if	those	descendants	are	a	different	species,	and	even	if	
they	are	non-biological”	(Greaves	and	MacAskill	2021).	Consequently,	if	the	ASI	were	to	
possess	at	least	our	level	of	“moral	status,”	then	annihilating	our	species	would	not	result	in	
“human	extinction,”	so	long	as	this	ASI	also	counts	as	our	“descendant”	(see	Redacted).	We	
may	still	want	to	describe	this	scenario	as	a	horrible	catastrophe,	since	8	billion	members	
of	Homo	sapiens	would	die	prematurely,	but	it	wouldn’t	be	an	extinctional	catastrophe	be-
cause	“humanity”	would	persist.	It	would	be	a	genocidal	rather	than	omnicidal	disaster,	so	
to	speak.	
	 Two	people	might	thus	agree	that	“human	extinction	should	be	avoided,”	but	if	one	
understands	“human”	as	meaning	“Homo	sapiens”	and	the	other	understands	“human”	as	
meaning	“Homo	sapiens	plus	whatever	descendants	we	might	have,	so	long	as	they	possess	
certain	properties,”	their	agreement	may	be	merely	super;icial.	Indeed,	the	deeper	diver-
gence	between	them	could	have	signi;icant	practical	implications.	A	transhumanist	or	
longtermist,	for	example,	might	accept	the	broader	de;inition	while	actively	working	to	cre-
ate	a	new	posthuman	species	to	supplant	Homo	sapiens,	an	outcome	that	the	;irst	person—
who	wants	to	preserve	Homo	sapiens—would	;ind	repugnant.	There	is	often	much	less	
agreement	among	people	who	say	“We	should	avoid	human	extinction”	than	one	might	ini-
tially	think.	
	 Since	I	have	discussed	this	issue	in	detail	elsewhere,	I	won’t	elaborate	on	it	here	(see	
Redacted).	For	the	present,	what	matters	is	the	worry	that	the	ASI	wouldn’t	be	worthy	of	
the	name	“human”	or	“humanity.” 	This	seems	to	be	shared	by	many	people	independent	of	13

their	views	in	Existential	Ethics.	Let’s	thus	focus	on	scenarios	in	which	the	ASI	(a)	brings	
about	the	nonexistence	of	our	species,	and	(b)	lacks	the	ontological	status	necessary	for	it	
to	be	valuable	in	a	moral	sense.	
	 The	;irst	point	to	make	about	further-loss	views	is	that,	as	noted	earlier,	they	would	
assess	human	extinction	to	be	very	bad	even	if	it	were	entirely	voluntary.	That	is	to	say,	
even	if	the	ASI	were	to	persuasively	convince	people	that	Benatarian	antinatalism	is	true,	
resulting	in	everyone	around	the	world	freely	deciding	not	to	have	children,	this	would	still	
be	very	bad.	It	may	be	less	bad	than	our	extinction	being	caused	by	a	violent	global	cata-
strophe,	but	it	would	nonetheless	constitute	a	colossal	moral	and/or	axiological	tragedy.	
Indeed,	many	further-loss	theorists	argue	that	the	badness	associated	with	Being	Extinct	
would	be	far	greater—perhaps	many	orders	of	magnitude	greater—than	the	badness	of	Go-
ing	Extinct,	even	if	Going	Extinct	were	to	involve	tremendous	amounts	of	suffering	and	
death.	When	one	compares	the	disvalue	of	the	most	horri;ic	ways	of	dying	out	to	the	disval-
ue	arising	from	the	further	losses	or	opportunity	costs	of	no	longer	existing,	the	former	
pales	in	comparison	to	the	latter.	As	the	longtermists	Peter	Singer,	Nick	Beckstead,	and	
Matthew	Wage	write :	14
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One	very	bad	thing	about	human	extinction	would	be	that	billions	of	people	
would	likely	die	painful	deaths.	But	in	our	view,	this	is,	by	far,	not	the	worst	
thing	about	human	extinction.	The	worst	thing	about	human	extinction	is	
that	there	would	be	no	future	generations	(Singer,	Beckstead,	and	Wage	
2013).	

For	longtermists,	the	opportunity	costs	of	Being	Extinct	include	all	the	wellbeing	that	could	
have	otherwise	existed.	Carl	Sagan	was	probably	the	;irst	to	calculate	how	many	future	
people	there	could	be:	if	our	species	survives	for	another	10	million	years,	the	population	
remains	;ixed,	and	the	average	lifetime	is	100	years,	then	there	could	be	a	total	of	500	tril-
lion	future	people	on	Earth	(Sagan	1983).	If	these	people	were	to	have	net-positive	lives	on	
average,	then	the	amount	of	lost	value	associated	with	Being	Extinct	would	be	enormous.	
But	we	might	also	spread	beyond	Earth,	colonize	the	universe,	and	create	“planet-sized”	
computers	on	which	to	run	high-resolution	virtual	reality	worlds	full	of	trillions	of	suppos-
edly	happy	“digital	people”	(Bostrom	2003;	Newberry	2021).	Consequently,	longtermists	
estimate	a	future	population	of	at	least	10^58	digital	people	within	our	future	light	cone,	as	
noted	earlier	(Bostrom	2014).	Taking	persons	to	be	the	fungible	“containers”	of	value,	as	
utilitarians	do,	the	nonexistence	of	these	10^58	people	would	utterly	dwarf	in	badness	the	
untimely	death	of	8	billion	people	today.	
	 Such	claims	are	predicated	on	the	Total	View,	which	even	“moderate”	forms	of	
longtermism	build	upon	(see	MacAskill	2022).	However,	some	longtermists	also	point	to	
additional	further-losses	associated	with	transhumanism,	the	“argument	from	cosmic	sig-
ni;icance,”	and	“ideal	goods”	like	science,	the	arts,	and	morality	(see	Par;it	1984;	Ord	2020).	
Taking	these	in	order:	many	longtermists	are	transhumanists	who	believe	that	reengineer-
ing	humanity	using	advanced	technologies	could	usher	in	a	“utopian”	world	of	radical	
abundance,	immortality,	and	superintelligence	(see	Bostrom	2020;	Ord	2020).	The	future	
could	thus	be	qualitatively	better	in	addition	to	being	quantitatively	bigger.	Hence,	if	ASI	
were	to	cause	our	extinction,	we	would	lose	this	techno-utopian	paradise	that	we	could	
have	otherwise	created	by	actualizing	the	transhumanist	project	of	becoming	“superior”	
posthumans.	
	 Our	extinction	would	also	remove	the	only	sentient	beings	in	the	known	universe	
who	are	endowed	with	moral	and	rational	capacities.	These	capacities	enable	us	to	look	up	
at	the	midnight	;irmament	in	wonder	and	awe,	appreciate	the	beauty	of	art	and	nature,	and	
act	from	moral	reasons	rather	than	instinct	or	impulse.	Some	further-loss	theorists	argue	
that	this	makes	us	cosmically	signi;icant,	and	hence	that	the	universe	would	be	impover-
ished	without	us.	The	argument	from	cosmic	signi;icance	thus	provides	a	second	reason	
that	some	longtermists	see	Being	Extinct	as	a	source	of	badness.	
	 With	respect	to	the	non-hedonic	or	“ideal”	goods,	there	may	be	additional	things	in	
the	world	that	are	valuable	in	their	own	right	but	depend	on	our	existence	for	their	exis-
tence.	Works	of	art	provide	an	example:	if	humanity	were	to	vanish,	museums	would	grad-
ually	fall	into	disrepair,	destroying	great	pieces	of	art	that	may	be	valuable	for	their	own	
sake.	To	my	knowledge,	the	;irst	person	to	articulate	this	idea	was	Shelley	in	her	aforemen-
tioned	novel	The	Last	Man.	Lionel	Verney,	the	protagonist,	contrasts	the	disappearance	of	
“man”	in	the	collective	sense	with	“man”	in	the	individual	sense,	noting	that	the	former	
would	mean	the	concomitant	loss	of	many	valued	things	like	knowledge,	science,	technolo-
gy,	poetry,	philosophy,	sculpture,	painting,	music,	theater,	laughter,	and	so	on.	“Alas!,”	he	ex-
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claims,	“to	enumerate	the	adornments	of	humanity,	shews,	by	what	we	have	lost,	how	
supremely	great	man	was.	It	is	all	over	now”	(Shelley	1826,	italics	added).	
	 Another	expression	of	this	idea	comes	from	Samuel	Schef;ler,	who	argues	that	

there	is	a	conservative	dimension	of	valuing,	something	approaching	a	con-
ceptual	connection	between	valuing	something	and	wanting	it	to	be	sus-
tained	and	to	persist	over	time.	…	This	connection	helps	to	explain	part	of	our	
reaction	to	the	prospect	of	humanity’s	imminent	disappearance,	for	part	of	
what	is	shocking	about	that	prospect	is	the	recognition	of	how	much	of	what	
we	value	will	disappear	along	with	the	human	race.	All	of	the	many	things	we	
value	that	consist	in	or	depend	on	forms	of	human	activity	will	be	lost	when	
human	beings	become	extinct.	No	more	beautiful	singing	or	graceful	dancing	
or	intimate	friendship	or	warm	family	celebrations	or	hilarious	jokes	or	ges-
tures	of	kindness	or	displays	of	solidarity	(Schef;ler	2018).	

Other	further-loss	theorists	might	also	point	to	certain	“business”	being	left	“un;inished,”	
e.g.,	constructing	a	complete	scienti;ic	theory	of	the	universe.	Or,	to	quote	I.	F.	Clarke	in	a	
1971	article:	“World	peace,	universal	prosperity,	the	reign	of	law,	the	brotherhood	of	man—
these	aspirations	make	up	the	un;inished	business	of	the	human	race”	(Clarke	1971).	The	
failure	to	achieve	these	ends	could	constitute	extra	losses	above	and	beyond	whatever	
harms	Going	Extinct	might	entail.	
	 Still	others	would	cite	the	idea	of	vicarious	immortality,	whereby	one	“lives	on”	in	
the	minds	of	future	people.	Immortality	of	this	sort	has	motivated	many	artists,	scientists,	
politicians,	and	academics	who	have	striven	to	leave	a	positive	legacy	that	persists	beyond	
their	own	expiration.	If	humanity	is	no	more,	then	the	memories	of	such	people	would	be	
lost	forever	(see	Partridge	1981).	Anders	takes	up	this	idea	in	arguing	that	our	extinction	
would	cause	all	past	people	to	die	a	“second	death,”	such	that	“after	this	second	death	
everything	would	be	as	if	they	had	never	been.”	He	elaborates	as	follows:	

The	door	in	front	of	us	bears	the	inscription:	“Nothing	will	have	been”;	and	
from	within:	“Time	was	an	episode.”	Not,	however,	as	our	ancestors	had	
hoped,	an	episode	between	two	eternities;	but	one	between	two	nothing-
nesses;	between	the	nothingness	of	that	which,	remembered	by	no	one,	will	
have	been	as	though	it	had	never	been,	and	the	nothingness	of	that	which	will	
never	be.	And	as	there	will	be	no	one	to	tell	one	nothingness	from	the	other,	
they	will	melt	into	one	single	nothingness	(Anders	1961/1983).	

In	this	passage,	Anders	points	not	just	to	the	second	death	of	those	who	have	already	
passed,	but	the	non-birth	of	those	who	could	have	otherwise	been.	Both	are,	in	his	view,	
further	losses	that	would	render	our	extinction	very	bad	independent	of	the	details	of	Go-
ing	Extinct.	
	 These	are	a	few	further-loss	perspectives	on	human	extinction	in	general,	which	are	
also	applicable	to	the	particular	case	of	extinction	caused	by	ASI.	The	key	idea	is	that	Going	
Extinct	is	only	part	of	the	story	about	why	our	extinction	would	be	bad.	Even	more	signi;i-
cant	are	the	various	losses	that	Being	Extinct	would	entail,	such	as	the	loss	of	wellbeing,	art,	
science,	poetry,	laughter,	and/or	the	memories	of	those	who	came	before	us.	Further-loss	
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theorists	would	thus	agree	with	equivalence	theorists	that	human	extinction	caused	by	an	
ASI	catastrophe	would	be	bad,	but	for	a	quite	different	set	of	reasons.	
	 3.3	Pro-extinctionist	views.	Most	pro-extinctionists	would	concur	with	equivalence	
and	further-loss	theorists	that	it	would	be	very	bad	if	Going	Extinct	in;licts	suffering	and/or	
cuts	lives	short.	Many	thus	argue	that	we	should	avoid	scenarios	of	Going	Extinct	that	
would	involve	such	harms,	and	that	bringing	about	our	extinction	in	harmful	ways	would	be	
morally	wrong.	Omnicide—a	kind	of	killing-extinction,	in	Benatar’s	phraseology—would	be	
impermissible.	However,	they	differ	with	equivalence	and	further-loss	theorists	in	claiming	
that	the	subsequent	state	or	condition	of	Being	Extinct	would	in	some	way	be	better	than	
Being	Extant,	or	continuing	to	exist.	There	are	several	mutually	compatible	reasons	that	
pro-extinctionists	could	point	at	in	making	their	case.	
	 The	;irst	concerns	philosophical	pessimism,	or	the	idea	that	“life	is	not	worth	living,	
that	nothingness	is	better	than	being,	or	that	it	is	worse	to	be	than	not	be”	(see	Beiser	2016,	
p.	4).	This	was	defended	most	famously	by	Arthur	Schopenhauer,	who	contended	that	we	
are	trapped	in	perpetual	cycles	of	need	and	boredom,	which	produce	endless	suffering.	
There	is	no	positive	value,	he	claimed,	and	it	would	have	been	better	if	Earth	had	remained	
as	lifeless	as	the	moon	(Schopenhauer	2017).	Despite	suggesting	in	numerous	passages	
that	human	extinction	would	be	desirable,	Schopenhauer	never	explicitly	endorsed	a	pro-
extinctionist	position	(nor	did	he	endorse	antinatalism,	one	possible	path	to	extinction).	
However,	other	German	pessimists	of	the	latter	19th	century	were	pro-extinctionists,	in-
cluding	the	aforementioned	Mainländer	and	his	contemporary,	Eduard	von	Hartmann.	Both	
argued	that,	because	existence	is	infused	with	suffering,	we	should	try	to	bring	about	a	
permanent	end	to	human	life,	if	not	all	life	everywhere	in	the	universe	(once	this	becomes	
possible).	For	Mainländer,	the	preferred	method	was	celibacy	plus,	in	some	cases,	suicide:	
“Whoever	cannot	endure	‘the	carnival	hall	of	the	world’	…	should	leave	through	‘the	always	
open	door’	into	‘that	silent	night’”	(Beiser	2016,	p.	222).	
	 In	contrast,	von	Hartmann	never	speci;ied	a	means	of	extinction.	“Our	knowledge,”	
he	wrote,	“is	far	too	imperfect,	our	experience	too	brief,	and	the	possible	analogies	too	de-
fective,	for	us	to	be	able,	even	approximately,	to	form	a	picture	of	the	end	of	the	process”	
(quoted	in	Redacted).	Rather,	he	argued	that	we	should	continue	to	develop	science,	tech-
nology,	and	civilization	such	that,	at	some	point	in	the	future,	we	will	discover	an	effective	
procedure	for	expunging	all	life	in	the	entire	universe.	“Vigorously	forward	in	the	world-
process	as	workers	in	the	Lord’s	vineyard,”	he	declared,	“for	it	is	the	process	alone	that	can	
bring	redemption,”	namely,	the	redemption	of	ending	the	entire	world-process.	Indeed,	
since	von	Hartmann	was	an	idealist,	he	held	that	the	elimination	of	all	subjectivity	in	the	
universe	would	cause	the	universe	itself	to	cease	existing,	thus	yielding	an	eternal	state	of	
what	Schopenhauer	memorably	called	the	“blessed	calm	of	nothingness”	(see	Redacted;	
Schopenhauer	2017).	
	 The	claim	that	existence	is	inherently	very	bad	is	one	reason	in	favor	of	pro-extinc-
tionism.	Another	concerns	an	empirical	rather	than	philosophical	interpretation	of	pes-
simism.	This	states	that	life	and/or	the	world	are	in	fact	very	bad	for	largely	contingent	rea-
sons.	Consider	that	every	year	an	average	of	580,000	people	die	violently,	while	440,000	
are	murdered	(UNODC	2023;	SAS	2023).	Roughly	463,000	people	are	raped	or	sexually	as-
saulted	in	the	US	alone,	and	some	600,000	US	children	are	abused	each	year	(RAINN	2024;	
Seetharaman	2024).	Some	840,000	children	go	missing	annually,	resulting	in	an	average	of	
one	child	disappearing	every	40	seconds	(NCA	2024;	CCPSC	2023).	Approximately	1.2	bil-
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lion	humans	live	in	acute	multidimensional	poverty,	with	some	712	million	suffering	from	
extreme	poverty,	a	;igure	that	has	risen	by	23	million	since	2019	(HDR	2022;	WB	2024).	
About	the	same	number—735	million	people—are	malnourished,	and	25,000	people	die	
every	day	from	hunger	or	hunger-related	illnesses,	including	10,000	children	(CW	2023;	
Root	2023).	Two	billion	people	don’t	have	access	to	safe	water,	while	another	150	million	
worldwide	are	homeless	(UNESCO	2024;	Abbas	2024).	Some	1.4	billion	children	live	on	
$6.85	or	less	per	day;	an	estimated	50	million	people	are	trapped	in	modern-day	slavery;	
and	about	1.3	million	people	in	the	US	alone	have	survived	torture,	a	form	of	suffering	that,	
according	to	some	survivors,	has	no	point	of	reference	in	our	normal	lives	(GCECP	2024;	
Fleck	2023;	CVT	2023;	Crisp	2023).	
	 Roughly	800	million	children	suffer	from	lead	poisoning	each	year,	which	causes	
permanent	brain	damage.	This	is	about	1/3	of	all	children	around	the	world	(NIEHS	2024).	
Another	140	million	people	suffer	from	arsenic	poisoning,	while	18.5	million	die	every	year	
from	heart	disease	and	10	million	from	cancers,	which	amounts	to	some	27,600	cancer	
deaths	every	day	(or	3	human	beings	dying	per	second)	(CC	2024;	Roser	2021).	An	esti-
mated	55	million	people	around	the	world	have	dementia,	and	about	139	million	are	pro-
jected	to	have	dementia	by	2050	(ADI	2015).	Nine	million	die	annually	from	pollution;	over	
51	million	Americans	suffer	from	chronic	pain;	50	million	Americans	struggle	with	chronic	
sleep	disorders;	and	about	40	million	people	in	the	US	have	to	take	antidepressants	(EC	
2018;	Dillinger	2023;	HD	2023;	Ahrnsbrak	2021).	An	even	higher	number—46.8	million—
battle	drug	and	alcohol	abuse	each	year,	with	over	178,000	dying	of	alcohol-related	dis-
eases	every	12	months	(DHHS	2024).	Over	258	million	Americans	report	that	“they	have	
experienced	health	impacts	due	to	stress	in	the	prior	month,”	while	more	than	91	million	
say	that	they	feel	so	stressed-out	most	days	that	they	are	unable	to	function	normally	(APA	
2022).	Globally,	280	million	people	deal	with	depression,	and	301	million	suffer	from	anxi-
ety	disorders	(Koskie	2023).	
	 These	are	the	statistics	that	empirical	pessimism	is	based	upon:	the	world	is	a	wak-
ing	nightmare	not	necessarily	because	there	is	no	positive	value	and	we	are	trapped	in	cy-
cles	of	need	and	boredom,	as	Schopenhauer	argued,	but	because	things	just	are	very	bad.	If	
humanity	were	to	go	extinct,	all	of	this	human	suffering	would	disappear,	which	supports	
the	pro-extinctionist	tenet	that	Being	Extinct	would	be	better	than	Being	Extant. 	15

	 Environmental	considerations	yield	a	third	reason	for	pro-extinctionism:	our	sys-
tematic	obliteration	of	the	biosphere	is	not	only	imperiling	our	own	future	on	Earth,	but	
causing	untold	harm	to	billions	of	nonhuman	organisms,	ecosystems,	and	landscapes.	If	one	
accepts	a	biocentric,	biospherical	egalitarian,	or	ecocentric	theory	of	value,	then	Homo	sapi-
ens	are	not	the	only	things	with	intrinsic	or	;inal	value.	For	the	sake	of	these	other	things,	it	
would	be	best	if	Homo	shiticus—as	some	environmentalists	call	us—were	to	no	longer	ex-
ist.	Though	numerous	environmentalists	have	advocated	for	pro-extinctionism,	most	are	
explicit	that	involuntary	human	extinction—omnicide—would	not	be	morally	permissible.	
For	example,	the	Voluntary	Human	Extinction	Movement	(VHEMT)	argues	that	we	should	
stop	having	children	until	there	are	no	more	humans	on	Earth.	Their	motto	is	“May	we	live	
long	and	die	out,”	and	they	do	not	endorse	any	means	of	eliminating	our	species	that	would	
cause	suffering	or	cut	lives	short	(VHEMT	2024).	In	contrast,	the	Gaia	Liberation	Front	ad-
vocates	for	omnicide	via	designer	pathogens. 	16

	 Most	pro-extinctionists	would	thus	say	that	if	ASI	were	to	cause	our	extinction	
through	voluntary	means,	this	would	be	very	good	(especially	if	the	ASI	had	little	or	no	en-
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vironmental	impact	beyond	persuading	us	to	die	out).	If	it	were	to	cause	our	extinction	
through	violent	and/or	involuntary	means,	then	Going	Extinct	would	be	very	bad	and	we	
should	try	to	do	whatever	we	can	to	avoid	the	mass	slaughter	of	humanity.	However,	in	the	
latter	case,	they	would	add	that	once	the	critical	moral	threshold	of	100%	of	the	human	
population	dying	has	been	reached,	at	which	point	Going	Extinct	would	give	way	to	Being	
Extinct,	the	situation	would	greatly	improve:	there	would	be	no	more	human	misery,	nor	
would	there	be	any	more	human-caused	ecological	destruction,	pollution,	species	extinc-
tions,	and	so	on.	That	would	be	better,	if	not	positively	good.	

4.	Conclusion	

	 The	aim	of	this	paper	was	to	examine	the	question,	“Would	human	extinction	caused	
by	an	ASI	be	bad?”	from	the	perspectives	of	the	three	main	positions	within	Existential	
Ethics.	To	do	this,	I	;irst	outlined	these	three	positions,	and	then	explained	how	each	would	
assess	the	extinction	of	our	species	if	we	were	to	create	an	ASI	that	precipitates	our	collec-
tive	nonexistence.	My	hope	is	that	this	provides	a	helpful	degree	of	clarity	to	a	deceptively	
complex	issue:	nearly	everyone—including	pro-extinctionists—would	concur	that	the	mass	
murder	of	everyone	on	Earth	would	be	extremely	bad.	But	beyond	this,	opinions	diverge	
signi;icantly	depending	on	which	of	the	three	main	positions	one	accepts.	
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 Note that the meaning of “human extinction” is not straightforward. It could, in fact, denote a wide range of possi1 -
ble scenarios. I explore this important issue in Redacted.
 See McGinn 1993.2

 One recent study of how artificial superintelligence could lead to catastrophe, which has received considerable 3

attention, is Kokotajlo et al. 2025.
 Note that I call this the “default view” in Redacted. I now prefer the term “consensus view.”4

 This original figure was also published in Redacted.5

 I say “enough people” because extinction through antinatalist means would not require everyone to stop having 6

children. If fertility is below replacement levels, then the human population will eventually disappear. Relatedly, if 
the human population were to dip blow the “minimum viable population” size, which may be as low as 150 people 
and as high as 40,000, then there would not be enough genetic diversity for our species to persist.
 The Church of Euthanasia also advocates for suicide as a way of bringing about extinction (see Redacted for dis7 -

cussion).
 Other radical environmentalists have echoed this call for omnicide (see Redacted).8

 As Knutsson writes, “I would not say that an empty world would be good,” yet he also maintains that “an empty 9

world is the best possible world” (Knutsson 2023).
 This shares some themes with Thomas Metzinger’s “BAAN” scenario, discussed in Metzinger (2017).10

 Note that Anders was a further-loss theorist, not an equivalence theorists. Nonetheless, he drew attention to the 11

badness of Going Extinct.
 Note that not all of these individuals are equivalence theorists. I mention them because they foreground the no-12

ordinary-catastrophe thesis in their writings.
 For a discussion about what our artificial descendants might be like, and the ethics of creating artificial descen13 -

dants, see Lavazza and Vilaça 2024. Note that I object to the sort of “digital eugenics”—borrowing a term from Max 
Tegmark (2024)—that this paper explores.

 Note that Singer seems to have moved away from longtermism; see Singer 2021.14

 One reviewer of this paper helpfully noted that we should still talk about “progress” if the overall population is 15

doing better over time, and the total number of people who are well-off is increasing (even if the total number of 
people who are suffering is also increasing). I think this is a valuable perspective, although my personal opinion is 
that there is an asymmetry between happiness and suffering such that the latter counts for more. I appreciate the 
feedback offered by this reviewer, though I find myself somewhat skeptical of their view, and would consider myself 
to be an empirical pessimist—though I could be wrong. See Redacted for reasons that I think empirical pessimism 
might be right.

 Although I am not a pro-extinctionist, I am somewhat sympathetic with all three arguments for this view. But I am 16

also sympathetic with some further-loss views. Equivalence views seem to be the most correct, but my position al-
lows for nuance in evaluating our extinction, as it draws from all three views.
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